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Preface
The emergence of Industry X.0 and the Internet of Things (IoT) has enabled

the connection of billions of devices and objects, leading to significant
improvements in the operational efficiency of critical industries such as
energy networks, intelligent transport systems, healthcare, medical systems
care, and industrial control systems. However, this increased connectivity
has also expanded the attack surface for cybercriminals, posing a threat to
the security of critical operations and infrastructure. For instance, the nature
of data generated by both Health Information Systems (HIS) and the
Internet of Medical Things (IoMT) raises concerns about the privacy of
patients. To address these threats, technologies such as artificial intelligence
(AI), cryptography, and mathematical optimization have become essential
in ensuring the digital security and resilience of critical industries. In
addition, the integration of mathematical optimization techniques can
further enhance the effectiveness of these technologies in mitigating cyber
threats and ensuring the optimal allocation of security resources. The
purpose of this book is to provide an in-depth analysis of the latest trends,
challenges, and best practices in cybersecurity for critical industries. The
book will focus specifically on the applications of Al, optimization and
cryptography in cybersecurity to ensure resilience.

As societies increasingly rely on interconnected and complex
infrastructures, ensuring the security and resilience of critical infrastructure
systems has become a major concern. Critical sectors such as energy,
transportation, logistics, healthcare, and finance are increasingly vulnerable
to cyberattacks that can cause significant disruptions and damage To
address these challenges, a range of technologies and strategies have been

developed, including advanced cybersecurity measures, network



segmentation, and secure communication protocols. Resilience concepts
have also been developed to ensure that critical systems can continue to
operate even in the face of cyberattacks, natural disasters, and other
disruptions. The need to secure these systems has become more urgent than
ever before. Unfortunately, these industries are gradually vulnerable to
sophisticated cyberattacks that can cause major disruptions and significant
damage The current state of cybersecurity in these industries is alarming,
with attacks becoming more frequent and complex. Therefore, it is crucial
to develop more robust and intelligent innovative approaches to protect
these critical infrastructures. The defense mechanisms deployed should be
capable of making real-time decisions to efficiently counteract sophisticated
attacks.

Ensuring the resilience of industrial systems has become a crucial
concern for critical industries, as they need to maintain continuous
operations in the event of disruptions such as cyberattacks and natural
disasters. Industrial systems must be capable of quickly recovering after
incidents and continuing to function reliably to ensure that critical activities
are not affected. One way to improve this resilience is by modern
technologies such as Al, cryptography, and optimization. In fact, these latter
are three powerful tools that have a wide range of applications in various
fields, including cybersecurity. Al is a prominent subfield of computer
science that extensively deals with the creation and implementation of
intelligent agents capable of executing tasks typically associated with
human intelligence. Its application in cybersecurity has gained momentum
due to its potential for developing advanced systems capable of detecting,
mitigating, and preventing cyberattacks by identifying anomalies while
ensuring maximum security measures are always maintained Cryptography

is another highly effective technique that plays a vital role in protecting data



from malicious attacks and unauthorized access. By employing robust
encryption algorithms and digital signature protocols, modern cryptography
can ensure the confidentiality, integrity, and authenticity of sensitive
information. Furthermore, it offers enhanced security to industrial networks
by providing secure communication protocols for safeguarding data during
transmission. For instance, using encryption keys, secure communication
protocols prevent unauthorized access to critical data while also guarding
against any attempts at modification or tampering. Additionally, these same
cryptographic protocols allow for verifying the source of trusted
information using digital signatures. Overall, effective use of modern
cryptography techniques can offer greater protection for valuable assets and
reduce vulnerabilities associated with cyberattacks on confidential data,
thus promoting safe online interactions across different domains.
Optimization, on the other hand, is a critical process that involves finding
the most effective solution to a specific problem from various possible
solutions while using sophisticated models and algorithms. In cybersecurity,
optimization plays an essential role in efficiently allocating resources,
designing secure systems, and minimizing risks associated with potential
cyberattacks. For example, by utilizing optimization models and algorithms
effectively, security experts can ensure that network infrastructure is
adequately protected by allocating resources based on potential risks and
designing cryptographic systems that are highly resistant to attacks.
Together, Al, optimization, and cryptography can help to enhance the
security of digital systems and protect sensitive data from cyber threats.
This book aims to tackle the complex challenges that critical industries
face when it comes to safeguarding their infrastructure against cyber
threats. One of the biggest obstacles is the overwhelming amount of data

generated by these systems, which can make it difficult for human analysts



to effectively analyze and respond to potential threats. To address this issue,
the book will explore multidisciplinary approaches that utilize advanced
mathematical and statistical techniques to process and analyze large
datasets. These methods can provide actionable insights and improve
cybersecurity in critical industries, all while driving innovation forward.
However, it is crucial to balance the benefits of data analysis with the need
to protect sensitive information from potential exposure during the analysis
process. The book will delve into secure and robust systems that can
mitigate these risks while still making the most of the analytical capabilities
at hand.

Intelligent Cybersecurity and Resilience: Challenges and Applications
comprises many state-of-the-art contributions from scientists and
practitioners working in cyber resilience for critical industries. It aspires to
provide a relevant reference for students, researchers, engineers, and
professionals working in this area or those interested in grasping its diverse
facets and exploring the latest advances in intelligent systems and data
analytics for cyber-threat prevention and detection. More specifically, the
book contains 11 chapters. The accepted chapters of this book navigate the
cutting-edge intersections of technology and security, offering insights into
operational technologies, the healthcare sector’s cyber challenges, and the
protective layers of red teaming. It evaluates algorithmic advances,
scrutinizes fraud detection in decentralized systems, and enhances machine
learning for pandemic-related datasets. Further, it dissects web security
through benchmark datasets, explores blockchain through the lens of
privacy encryption, and reviews Al’s critical role in infrastructural risk
management. It concludes by laying a blueprint for big data infrastructure,
emphasizing security and privacy in the digital age. Each chapter serves as

a critical piece in the puzzle of building a resilient cyber future.
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Introduction

In an era where the fabric of our society is increasingly woven through
digital threads, the importance of cybersecurity and resilience cannot be
overstated. A new era of connectedness has been ushered in with the
introduction of Industry X.0 and the ubiquitous growth of the Internet of
Things (IoT), which has connected billions of devices in the fields of
healthcare, energy, transportation, and industrial control systems. As
connectivity fosters innovation and operational efficiencies, it has also
expanded the opportunities for cybercriminals and created difficult
obstacles in the way of protecting vital infrastructure from ever changing
cyber threats. This book uses a multidisciplinary lens that includes artificial
intelligence (Al), cryptography, and mathematical optimization to forge
pathways toward robust cybersecurity measures and resilient systems.
Through its carefully chosen chapters, it embarks on a thorough exploration
of these challenges.

The book is structured into three cohesive parts, each addressing a

distinct facet of cybersecurity and resilience within critical industries.



Part I: Intelligent Cybersecurity and Resilience: Challenges
and Applications

Part I sets the stage by exploring the burgeoning role of artificial
intelligence (Al) in safeguarding critical industries. The section commences
with a focus on healthcare systems, where Al-driven threat management
holds immense potential to mitigate vulnerabilities and guarantee the
privacy and security of sensitive patient data. This initial exploration is then
broadened to encompass the practical application of AI in cyber risk
management for critical infrastructures, emphasising the essential role it
plays in protecting the bedrock of our society’s operational capabilities.
Moving beyond centralized systems, chapter 3 explores the world of digital
autonomous organizations (DAOs), examining how Al-powered fraud
detection can combat financial irregularities within these emerging
blockchain-based structures. Finally, the section concludes by addressing a
pertinent challenge in machine learning — imbalanced datasets. Drawing
on the example of COVID-19 data, chapter 4 showcases how innovative
sampling techniques can enhance the performance of machine learning

algorithms in situations where data distribution is uneven.



Part II: Cybersecurity Challenges and Resilience in Healthcare
and Industrial Domains

Part II immerses us in the heart of critical infrastructure, shifting the
spotlight to the operational technologies (OT) and supervisory control and
data acquisition (SCADA) systems that form the lifeblood of industrial
operations. This crucial section unravels the intricacies of safeguarding
these environments through meticulous penetration testing methodologies,
as outlined in chapter 5. Chapter 6 then takes aim at the evolving cyber
threat landscape targeting healthcare institutions, offering valuable insights
and preventive measures to ensure the continuous operation of critical
medical services and the protection of sensitive patient data. Moving
beyond traditional defence strategies, chapter 7 delves into the strategic
implementation of red teaming exercises within OT domains, highlighting
their effectiveness in bolstering cyber resilience and exposing
vulnerabilities before adversaries can exploit them. Finally, chapter 8 sheds
light on the invaluable role of up-to-date benchmark intrusion datasets in
enhancing web security. By emphasising the continuous need for adaptive
and proactive cybersecurity strategies, this chapter underscores the

importance of staying ahead of the ever-evolving threat landscape.



Part III: Advanced Technologies for Cybersecurity and Privacy

Part III acts as a springboard, propelling the reader into the dynamic future
of cybersecurity. This section unveils groundbreaking advancements in
blockchain privacy through the lens of homomorphic encryption. This
promising technology holds immense potential to ensure data integrity and
confidentiality, even while computations are performed on encrypted data.
Chapter 9 delves into the intricate details of this revolutionary approach,
offering a glimpse into a future where secure and confidential transactions
within blockchain systems become a reality. Next, chapter 10 tackles the
complex task of constructing big data infrastructures. It meticulously
outlines the integral modules and best practices designed to navigate the
security and privacy challenges inherent in managing massive datasets. By
providing a roadmap for robust and secure big data infrastructure
development, this chapter empowers organizations to leverage the power of
data analytics without compromising security or privacy. Finally, chapter 11
serves as a fitting culmination of the book’s forward-thinking approach. It
delves into the evaluation of pattern search and genetic algorithms for
enhancing the lifetime of wireless sensor networks (WSNs). This
exploration epitomizes the book’s commitment to not only addressing
current security concerns but also anticipating and proactively mitigating
future challenges in resource-constrained environments.

This book serves as more than an academic treatise; it’s a resounding call
to action for students, researchers, engineers, and professionals invested in
the cybersecurity and resilience of critical infrastructure. By illuminating
the multifaceted challenges at hand and navigating the intricate
intersections of technology and security, it aims to cultivate a deeper
understanding of these issues and inspire the development of innovative,

intelligent solutions.



The meticulous review process undertaken by the editorial board and the
collaborative efforts of all contributors solidify the book’s position as a
cornerstone reference for anyone dedicated to advancing cybersecurity in
our increasingly digital world. This collective effort ultimately aspires to
contribute to the creation of more robust, resilient infrastructure systems,
safeguarding the integrity and continuity of vital services in the face of

ever-evolving cyber threats.
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Abstract

This chapter delves into the critical realm of securing interconnected medical Internet
of Things (IoMT) networks by employing a sophisticated deep learning-based anomaly
detection approach. The research utilizes datasets such as UNSW-NB15 and the IoT-
specific EdgelLIoT dataset, employing a range of deep learning models including the
multilayer perceptron (MLP), convolutional neural network (CNN), long short-term
memory (LSTM), and the amalgamation of CNN-LSTM. The primary focus is on
achieving precision in detecting security threats and minimizing false positives.
Through extensive experiments on real-world medical IoT network data, the approach
demonstrates exceptional precision rates, emphasizing its efficacy in accurately
identifying anomalies within the complex network fabric. Additionally, the chapter
addresses the consequences of cyberattacks in the healthcare domain, highlighting the
imperative of robust security measures in the ever-evolving digital healthcare
landscape. The findings contribute to ongoing efforts to strengthen security measures,
providing an innovative solution to mitigate security risks in IoMT environments and

improve the overall quality of healthcare delivery.
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artificial intelligence (AI).

1.1 Introduction

The expansion of connected devices is experiencing a staggering surge, with 127 new
devices connected to the Internet for the first time every second (McKinsey
Computerization). The coming of 5G remote innovation, explicitly intended for the
Internet of Things (IoT) and empowering arrangement in confidential organizations
additionally advances this outstanding development, projected to arrive at 75 billion
associated gadgets by 2025.

While different business areas embrace 10T, the medical services industry is quickly
developing, representing 6% of IoT usage in 2018 (iot-analytics.com). By 2019, a
faltering 86% of medical organizations were utilizing associated objects, and Forbes
extended the sending of 646 million IoT gadgets in emergency clinics, facilities, and
specialists’ medical procedures by 2020.

IoT improvement has achieved a transformation in medical care frame-works,
especially in the clinical 10T space, where associated networks work with continuous
patient checking, consistent information assortment, and upgraded medical care
conveyance. Be that as it may, this incorporation additionally presents critical security
gambles, compromising patient clas-sification, information honesty, and generally
speaking organization security. Thusly, executing hearty IoT safety efforts and finding
appropriate capacity arrangements are becoming main concerns in the medical services
area.

Inside the initial 5 minutes of interfacing with the Web, an IoT gadget is powerless
to assaults by bots or other vindictive specialists, a basic concern given that around
half of all organizations stay ignorant about digital assaults focusing on them. This
issue is especially intense in the medical services area, underscoring the requirement
for hearty safety efforts, with irregularity location assuming an urgent part in
distinguishing and moderating potential security weaknesses.

Conventional IDS techniques, for example, rule-based and signature-based
frameworks, uncover constraints in successfully recognizing and adjusting to new

dangers in unique IoT conditions. To address these difficulties, more complicated and



versatile arrangements, like profound learning, have exhibited exceptional abilities in
design acknowledgment and irregularity discovery undertakings.

At the core of this section, our process includes an extensive investigation
committed to building up safety efforts inside the interconnected organizations of the
Internet of Things (IoT) in clinical settings. Our focal center rotates around the
execution of a modern irregularity discovery framework, controlled by profound
learning philosophies. To support our exploration, we influence datasets, for example,
UNSW-NB15 and the 1°T-explicit Edge TIoT dataset. Our tool compartment
incorporates a scope of profound learning models, including the multilayer perceptron
(MLP), convolutional neural network (CNN), long short-time memory (LSTM), and
the blend of CNN-LSTM.

Our essential goal is to achieve the apex of accuracy in identifying security dangers
while at the same time relieving the effect of bogus up-sides. Through a progression of
inside and out tests utilizing valid information from clinical ToT organizations, our
methodology emerges with remarkable accuracy rates — 99.8% and 99.9% for various
models. These outcomes highlight the momentous viability of our procedure in
precisely recognizing peculiarities inside the perplexing organization texture.

Besides, we dive into the basic domain of limiting misleading positive rates,
perceiving its critical job in keeping up with framework dependability. This nuanced
approach diminishes superfluous disturbances as well as fills in as a hindrance against
ready weariness among medical services experts. In this unique situation, our part
unfurls as a story of development, featuring the outcome of our profound learning-
based irregularity discovery approach in bracing the security foundation of
interconnected clinical ToT organizations.

Besides, we address an urgent feature connected with the outcomes of digital
assaults in the medical services space. The repercussions of these assaults convert into
significant dangers for patient classification, information uprightness, and generally
speaking organization security. These challenges emphasize the critical need to
enhance security measures in the rapidly evolving field of medical services. It is
essential to adopt innovative strategies that effectively mitigate these risks and elevate
the overall quality of healthcare delivery.



The discoveries of this exploration fundamentally add to progressing endeavors to
fortify safety efforts in associated clinical ToT organizations. The execution of our
creative assault identification arrangement, engaged by profound learning, remains as a
proactive measure to relieve security takes a chance in the Internet of Medical Things
(IoMT) conditions. This effectively defends patient information as well as endeavors
to improve the general nature of medical care conveyance inside the powerfully
developing advanced scene.

The resulting segments of this section unfurl with a top to bottom investigation,
beginning with a broad writing audit tending to security challenges in associated
clinical IoT organizations. We then, at that point, dive into existing methodologies for
peculiarity discovery, giving an exhaustive comprehension of the ongoing scene.
Following this, we expand on the procedure utilized in our examination, revealing
insight into the complexities of our profound learning-based approach.

Pushing ahead, we present the outcomes got from our examinations and give a
careful examination, offering bits of knowledge into the exhibition of different
profound learning models in recognizing oddities inside genuine clinical IoT network
information. Finally, we close this section by summing up the key discoveries got from
our examination and illustrating potential future exploration bearings. This
comprehensive methodology means to direct and rouse further drives in improving the

security of associated IoT clinical organizations.

1.2 The Internet of Medical Things (IoMT)

The IoMT, known as healthcare IoT is a set of medical tools and applications that
connect IT networks to the healthcare sector. The [oMT involves the use of medical
tools with an Internet connection for machine-to-machine interaction, and this
technology is powerful because it allows interacting devices to communicate directly
without human intervention. For managing or preventing a number of chronic diseases,
healthcare professionals use several instruments. It includes monitoring tools that
monitor health values/signs continuously, automatic treatment kit-management tools,
and real-time information trackers when a patient manages their own treatments [1].
As the IoMT is connected to the Internet, many patients use mobile applications for
Mobile Health Monitoring (MHM). Some examples of IoMT applications (Figure 1.1)
are wearable devices that send the patient data to doctors, tracking instructions (patient



treatment orders, remote monitoring on persons with chronic conditions). [oMT has
become a more significant consideration over the past 10 years. This concept involves

using electronic instruments that are linked to a public or private cloud in managing

patient information.

Figure 1.1 IoMT applications.

1.2.1 IoMT applications

With the evolution of technology and networks, using and accessing patient data (vitals
information’s, body temperature, medical records, etc.) digitally and in real time has
become a necessity for healthcare staff, but also for monitoring certain chronic

diseases.

¢ Body temperature monitoring



Body temperature monitoring system is one of the most widely used e-health systems
to monitor health parameters related in patients’ level concerning their temperatures.
This kind of system can identify temperature anomalies that should be recorded or
need medical response. In extreme cases, the system notifies a physician if he detects
an increase in temperature far beyond some range.

To obtain a complete body temperature monitoring function, certain requirements

must be met such as:

e collect temperature data several times a day (e.g., every two hours) using a
suitable sensor;

e detection of any abnormal body temperature in relation to normal
temperature and other parameters;

e storage of data recorded in the healthcare monitoring database system at the
periphery;

 the application of appropriate artificial intelligence techniques to extract
and predict useful knowledge;

e in the event of a serious situation, inform the patient and the person in

charge.
e Heart rate monitoring

The main objective of heart rate monitoring system is to gather information about
people’s heartbeat usually with raw data based on pulse measurements. The system is
used in the process of identifying any unusual changes to heart rate as well as
classification of a patient’s condition. It can be classified as normal resting condition
when the rate falls between 60 and 110 bpm; while if a patient is at rest with a heart
rate greater than six score, then such position cannot be considered quite standard. This
system will store and relay health data in the cloud and can send SMS messages or
notifications to a specific person selected by the patient, such as their doctor, nurse, or
a family member. It will also send alerts in case of detected anomalies in the patient’s

health data. This system must meet certain requirements:

e The system must monitor a patient’s heart rate (BPM).

e The system needs to display a digital result of heart rate.



e The system needs to send the recorded normal and abnormal BPM rate
from periphery to a healthcare database.

e In severe cases with a pathological rate of BPM, the system should notify
the patient and third party involved in caring for this case (doctor, nurse, or
parents).

¢ Blood glucose monitoring

This type of system is aimed at assisting in better self-control and management of
diabetic patients’ chronic disease. It helps to develop optimal treatment strategies by
examining the influence of various external factors on diabetic patients like diet,
medication, and daily activity. It can help you learn how blood glucose, insulin, food,
and exercise relate to one another. Besides, blood glucose monitoring systems can be
used for the benefit of non-diabetic patients to alert them on unordinary changes in

their levels during sporting or activity and relay those results.
e Monitoring elderly’s health

The elderly health monitoring system aims to provide emergency medical assistance
within a few hours of the event. Today, it is widely recognized that elderly health
monitoring and an emergency alert system are one of the main application areas for
IoT and cloud computing and biomedical applications [1]. In other moderate cases, the
system can offer computerized decision support for doctors, nurses, and community
clinicians by monitoring and analyzing all the activities of the elderly using
comfortable, wearable all-in-one monitoring devices. The data collected from these
devices can also be used to inform the hospital, nurse, or even just a relative of an
elderly person of abnormal situations. In the long term, the data can be used to build a
personalized model that helps predict the state of well-being of the elderly using
appropriate Al techniques.

1.2.2 IoMT challenges

Though the [oMT is an undoubtful beneficial development, it has faced a number of
major challenges demanding special attention. Many of these issues are related to data
protection, patient confidentiality breaches as well as not being able to standardize

communication protocols and efficiently maintaining huge amounts of generated data.



e Personal data security

Although various healthcare-related tools use proven communication techniques to
transfer information to the cloud, they can still be susceptible to hackers. In addition to
the misuse of personal information, IoMT tools can be used for destructive purposes.
For example, the 2012 episode of a TV series, Homeland, established a hacked
pacemaker causing a heart attack. Consequently, the security of IoMT tools is

essential.
e Patient confidentiality

According to the HIMSS 2019 survey, 82% of medical staff faced major privacy issues
in 2019. The use of legacy technologies by hospitals is the main cause behind these
incidents. For instance, MRI machines are only 11 years old while some hospitals use
them for more than over 22 years in service. In addition, a third of [oMT tools are
obsolete and not maintained by their manufacturer; this can cause vulnerabilities to

IoMT systems.
e Maintaining connectivity

Full connectivity is inevitable in the IoMT, where doctors, nurses, and patients need to
be connected all the time. Internet connectivity fluctuates or disrupts for a number of
reasons; for example, limited network bandwidth, experienced network/web
administrators, or any other physical obstacle that disrupts Wi-Fi signals. The
aforementioned probabilities are intolerable in loMT-deployed sanatoriums. Therefore,
the question arises as to how band-width can be sufficiently utilized to provide
uninterrupted connectivity in the IoMT environment The answer is to foster a secure
network structure where Internet professionals are allowed to distribute bandwidth

according to the needs of functional loMT equipment [2].

1.2.3 Critical implications of attacks on connected medical devices

Cyberattacks on connected medical devices can have several detrimental effects on
interconnected healthcare structures:



Data theft: With data growing in value with the Big Data era, and sensitive
information like medical reports or patients’ social security numbers being vulnerable
targets for an attacker. This stolen information can then be resold on the dark web to
organizations such as insurance companies and pharmaceutical conglomerates.

Healthcare system paralysis: DDoS attacks and malware can result in a full
blockage of services such as remote consultations or bookings for appointments. In
extreme cases, such attacks can even stop the entire system thereby jeopardizing
critical healthcare services.

Physical integrity of patients: As wearables that monitor patients’ vital signs in
real time find their way into common use, code injection attacks can cause
manipulation of the information gathered by these sensors. This compromises the
integrity of critical medical information; as a result, it might lead to incorrect decision-
making regarding very serious health issues and illustrates why connected medical
devices need their security enhanced is necessary.

In conclusion, the implications of attacks on medical devices go beyond service
interruptions as they affect data integrity and healthcare continuity or even patient
safety. To protect against these evolving vulnerabilities, an effective and broad strategy
is necessary for building confidence in the rising popularity of connected medical
technology.

1.3 Securing Healthcare Systems: Ensuring Patient Safety and Data

The Internet of Medical Things (IoMT) is an evolving domain that holds immense
promise for revolutionizing healthcare, patient monitoring, and disease management.
Through the integration of interconnected medical devices and systems, [oMT has the
potential to significantly improve patient outcomes and healthcare efficiency.
However, this rapid growth and interconnectivity also expose IoMT to a myriad of
security and privacy challenges.

Cyberattacks on connected medical devices can have severe conse-quences for
healthcare facilities. Firstly, the theft of sensitive data, including medical records and
social security numbers, poses a significant risk as attackers can exploit this
information for illicit purposes, such as selling it on the dark web to insurance
companies and pharmaceutical giants. Secondly, cyber threats like DDoS attacks and

malware can lead to a complete disruption of remote healthcare services, appointment



bookings, and even halt essential medical operations. Moreover, the increasing use of
wearables that monitor patients’ vital signs makes them vulnerable to code injection
attacks, potentially compromising the accuracy and integrity of the collected data.
Securing medical devices and systems is crucial to safeguarding patient privacy,
ensuring uninterrupted healthcare services, and maintaining the integrity of medical
data [6].

Ensuring the security of IoMT is of paramount importance to protect patients’
sensitive medical data and maintain the integrity of healthcare systems. With cyber
threats, becoming increasingly sophisticated, inadequate security measures could lead
to disastrous consequences. Patient confidentiality may be compromised and
unauthorized access to medical devices or networks could put patients’ lives at risk.

Numerous researchers and experts have recognized the gravity of the situation and
are actively studying the security aspects of [oMT. Johnson [7] emphasized the need to
address security concerns in the context of the Internet of Things in healthcare. Uslu
[8] delved into the specific security and privacy implications of the Internet of Medical
Things, underscoring the urgency of robust protection measures. Zeadally et al. [9]
provided an extensive survey on IoT security, encompassing IoMT as a critical
domain. Additionally, Kocabas et al. [10] conducted a comprehensive review of recent
advancements and future directions in [oMT, with a particular focus on security
implications.

As IoMT continues to expand and integrate into healthcare practices, it is vital for
stakeholders to collaborate and implement stringent security protocols. Healthcare
providers, device manufacturers, and policymakers must work in unison to mitigate
potential threats and safeguard patient well-being. Emphasizing security measures
right from the design and development stages will be pivotal in building a resilient
[oMT ecosystem that engenders trust among both medical professionals and patients.

1.4 Exploring Existing Insights: Navigating the Landscape of Security in
IoMT

The surge in data transmission via various IoT devices has led to increased security
concerns, necessitating effective intrusion detection systems (IDS) with a focus on

artificial intelligence (AD-based approaches [6]. Researchers have explored diverse



methods to enhance intrusion detection capabilities, addressing security challenges in

IoT networks, and safeguarding against various cyber threats.

1.4.1 Deep learning approaches

Ferrag et al. [11] conducted an in-depth investigation into intrusion detection using
deep learning. They compared seven models across well-known datasets, with
convolutional neural networks (CNNs) outperforming feedforward neural networks
(FFNs) and recurrent neural networks (RNNs) in tasks like target tracking and image
processing. The study highlights the efficacy of deep learning in handling diverse
attack scenarios.

Odetola et al. [12] extended deep learning to edge IoT devices, implementing a
multi-label classification method with a convolutional neural network. Their
framework achieved low latency and efficient operations, demonstrating the
applicability of deep learning in resource-constrained environments.

Hassan et al. [15] proposed a hybrid approach combining weight-dropped long
short-term memory (WDLSTM) and CNN models for intrusion detection. This
innovative approach displayed the adaptability of deep learning techniques to optimize
detection accuracy and mitigate computation

Priya et al. [16] introduced a deep neural network (DNN) for cyberattack
recognition in Internet of Medical Things (IoMT) networks. The DNN exhibited
improved accuracy and reduced computation time, emphasizing its potential in

securing healthcare IoT ecosystems.

1.4.2 Security threat identification
Idrissi et al. [13] conducted a comprehensive study to identify vulnerabilities and
security threats in IoT environments. Their work contributes to understanding real-
world threats and proposes strategies to fortify security measures against emerging
risks.

Tian et al. [14] presented a distributed approach using deep learning algorithms to
identify network threats via URLs. This framework, designed for Edge of Things
(EoT) environments, highlights the versatility of deep learning in distributed settings,

ensuring the protection of web applications.



1.4.3 Transfer learning for loT attacks detection

In [17], the authors proposed a deep transfer learning (DTL) approach for IoT attacks
detection. Using auto encoders trained in supervised and unsu-pervised modes, the
DTL model demonstrated enhanced accuracy compared to traditional intrusion

detection methods.

1.4.4 Generative adversarial networks (GANSs) for cyber threats

Kandro et al. [18] leveraged generative adversarial networks (GANs) to detect cyber
threats in Industrial Internet of Things (1I0T) networks. Their approach highlighted
superior performance, emphasizing the role of generative models in enhancing

efficiency and accuracy.

1.4.5 Deep belief networks (DBNs) for anomaly detection
In [19], the authors utilized deep belief networks (DBNs) for implementing IDS in IoT

systems. The DBN’s ability to perform unsupervised learning contributed to robust
execution in anomaly detection, highlighting its effectiveness against various types of
attacks.

These studies collectively demonstrate the versatility and efficacy of Al-driven
intrusion detection methods in addressing evolving cybersecurity challenges in IoT
environments. The integration of deep learning, transfer learning, and generative
models enhances the adaptability and robustness of intrusion detection systems,

contributing to the security and integrity of IoT ecosystems [11-19] .

1.5 Methodological Framework for Securing IoT in Healthcare Systems
Throughout this chapter, our exploration delves into the extensive evaluation of our
proposed methodologies, drawing insights from the analysis of two pivotal datasets.
The primary dataset under scrutiny is the UNSW-NB15 dataset, a hybrid compilation
encompassing a diverse array of Internet of Things (IoT) traffic intricately interwoven
with traditional network traffic. Additionally, our study incorporates the Edge-HoTset
dataset, meticulously crafted for IoT applications, offering a rich repository of records
pertinent to [oT technology and its intricate protocols.

In our endeavor to assess the effectiveness of the proposed methodologies, we

employ a comprehensive set of evaluation metrics commonly employed in the scrutiny



of deep learning algorithms. These metrics, including recall, accuracy, F1 -score,
detection rate, and false alarm rate, serve as the quantitative yardstick for our analysis.
The intricacies of these metrics’ computation unfold through the strategic utilization of
a confusion matrix, enhancing the robustness and precision of our evaluation
framework. Through this methodical approach, we aim to provide a nuanced
understanding of the methodologies’ performance in the dynamic context of IoT
datasets.

1.5.1 Dataset selection and characteristics

In carefully selecting our research approach, we opted to integrate the UNSW-NB15
and Edge-HoTset datasets, a decision motivated by the desire to capture the diversity
of scenarios and combine the respective strengths of these two distinct sets.

Integrating the UNSW-NB15 and Edge-HoTset datasets, a complex process
including the need to incorporate different scenarios, while considering their
differences, is very important in research process. The UNSW-NB15 dataset gives a
general overview of common IoT threats.In contrast, the Edge-HoTset dataset focuses
on industrial IoT applications, offering more detailed

and specific informations on targeted threats suited for complex industrial IoT
environments. Combining these two datasets synergizes their strengths, creating a
more robust detection model capable of recognize potential attacks on IoT devices in a
variety of industries including healthcare. The analysis of Table 1.1 (UNSW-NB15)
and Table 1.2 (Edge-HoTset) shows that combining these datasets improves threat
detection by integrating general IoT threats with specific industrial IoT details. This

approach enhances the identification of threats in medical IoT applications

Table 1.1 Number of records per traffic category in UNSW-NB15 dataset.

Categories Number of samples
Normal 93,000
Generic 58,871
Exploits 44,525
Fuzzers 24,246

DoS 16,353

Recognition 13,987




Categories Number of samples

Analysis 2677
Backdoor 2329
Shellcode 1511

Worms 174

Table 1.2 Edge-IloTset dataset traffic categories.

Categories Number of samples
Normal 1,615,643
DDoS_UDP 121,568
DDoS_ICMP 116,436
SQL_injection 51,203
Password 50,153
Vulnerability_scanner 50,110
DDoS_TCP 50,062
DDoS_HTTP 49,911
Uploading 37,634
Backdoor 24,862
Port_Scanning 22,564
XSS 15,915
Ransomware 10,925
MITM 1214
Fingerprinting 1001

1.5.2 Deep learning-based attack detection solution

Our anomaly detection solution employs a multi-tier approach with models like
multilayer perceptron (MLP), convolutional neural network (CNN), and long short-
term memory (LSTM), as well as the hybrid setup of an interlinked structure between
CNNs and LSTMs. Data preprocessing is the initial step; it involves data cleaning,
missing values handling, and normalizing of features if required. Following that,
domain-based knowledge and feature selection algorithms occur in the subprocess of
feature extraction (Algorithm 1.1).

Algorithm 1.1 Anomaly detection process
Algorithm anomaly detection architecture with MLP, CNN, LSTM, and CNN-LSTM
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A Ul

. Input: Dataset with features
. Output: Detected anomalies
. Step 1: Data preprocessing

. Perform data cleaning, handle missing values, and normalize features if

necessary

. Step 2: Feature selection

. Select relevant features based on domain knowledge or using feature

selection algorithms

7. Step 3: Model training

8. Split the dataset into training and validation sets
9. Step 3a: MLP

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.

Train a multilayer perceptron (MLP) model on the training set
Step 3b: CNN

Reshape the data to be compatible with CNN input requirements
Train a convolutional neural network (CNN) model on the training set
Step 3c: LSTM

Transform the data into sequential format for LSTM input

Train a long short-term memory (LSTM) model on the training set
Step 3d: CNN-LSTM

Train a combined CNN-LSTM model on the training set

Step 4: Model evaluation

Evaluate the performance of each model on the validation set
Select the best-performing model based on evaluation metrics
Step 5: Anomaly detection

Apply the selected model on unseen data to detect anomalies

Step 6: Post-processing

Analyze detected anomalies and interpret results

Take appropriate actions based on the severity of the anomalies

Step 7: Iteration and improvement

Renew the models, feature selection, or preprocessing techniques based on

feedback




The model-training phase has several stages, where each step is related to one or
another type of the model. Different training sets are used for MLP, CNN, LSTM, and
the hybrid CNN-LSTM model. Evaluation of each model’s performance after using a
validation set follows, and then we choose the most efficient one according to
prescribed evaluation metrics. We will use these metrics’ aggressiveness accuracy,
validation accuracy, loss, recall, and false-positive rate. Accuracy is a measure of the
proportion of instances that were correctly classified, while validation accuracy
measures performance with respect to the set for which it was validated; loss indicates
modeling errors using mean squared error function; and recall calculates anomaly
detection capabilities. While false-positive rate describes how many normal cases are
disposed as abnormal when being evaluated against this threshold criterion among

those the respective formulas for these metrics are ((1.1)—(1.4)):

TP+ TN (L1

A —
Y = T PI TN+ FP+ FN'

(1.2)
Number of correct predictions

Validation Accuracy = —— e ,
Total number of predictions on the validation set

Sum of errors for all instances 13
Loss = - (1.3)
Total number of instances

FP (1.4)

False positive rate = FP+TN'

where TP represents true positive, TN represents true negative, FP represents false
positive, and FN represents false negative. These metrics enable a comprehensive

assessment of the performance of our anomaly detection solution.

1.5.3 Unveiling insights: Results and discussions

We split the dataset into training and test sets in a ratio of 70:30. The training set is
used to train the classification model, while the test set is used to evaluate its
performance. We used four classification models: multilayer perceptron (MLP), long
short-term memory (LSTM), convolutional neural network (CNN), and hybrid CNN-



LSTM architecture. Each model is implemented using standard deep learning libraries

and optimized with appropriate hyper parameters.

1.5.3.1 Binary classification

During the binary classification phase of our study, we focused on distinguishing
between normal and malicious network traffic. This process includes training our
chosen classification model, namely multilayer perceptron (MLP), long short-term
memory (LSTM), convolutional neural network (CNN), and hybrid CNN-LSTM
architecture.

The performance results of each model on the test dataset are summarized as
follows:

In Table 1.3, each row represents a different model for binary classification, and the
columns show the accuracy, validation accuracy, and loss achieved by each model
during training and evaluation. Accuracy represents the proportion of correctly
classified instances to the total number of instances, while validation accuracy is the
accuracy achieved in the validation dataset. Loss represents the error of the model

during the training process. The lower the value, the better the performance.

Table 1.3 Binary classification performances.

Model Accuracy Validation accuracy Loss

LSTM_UNSW-NB15 93,98 94,99 0.13
MLP_Edge-HoTset 99,99 99,80 2.67e-04
LSTM_Edge-IloTset 99,99 99,99 9.98e-05

CNN_Edge-IToTset 99,99 99,87 0.16
CNN-LSTM_Edge-IloTset 99,98 99,97 1.13e-04

Based on our experience, we evaluate several classification models for binary
network traffic analysis. The LSTM_UNSW-NB15 model performed well, achieving
an accuracy of 93.98% on the test dataset, and an even higher accuracy of 94.99%
during the validation process. The relatively low loss value of 0.13 indicates that the
model’s predictions are generally close to the actual labels. The MLP_Edge-TIoTset
model demonstrated excellent accuracy, achieving perfect accuracy of 99.99% on the
test dataset and maintaining an extremely high accuracy of 99.98% during the

validation process. The model achieved an extremely low loss value of 2.67e-04,



which demonstrates its successful ability to differentiate between normal and
malicious network traffic.

Additionally, we observed excellent performance of the LSTM_Edge-HoTset model,
achieving perfect accuracy of 99.99% both on the test dataset and during validation.
The extremely low loss value of 9.98e-05 indicates that network traffic classification is
accurate and reliable. For the CNN_Edge-IloTset model, the accuracy of the test
dataset reaches 99.98%, the verification accuracy reaches 99.97%, and the loss value is
relatively small at 0.16, showing strong performance in classifying normal traffic and
malicious traffic.

Finally, the CNN_LSTM_Edge-IloTset model achieved a perfect accuracy of
99.99% on both the test dataset and the validation process. The model’s low loss value
of 1.13e-04 further confirms its effectiveness in accurately classifying network traffic.
Overall, these results demonstrate the powerful ability of LSTM and CNN-based
models in distinguishing between normal and malicious network traffic, and the hybrid
CNN-LSTM architecture performs exceptionally well on this binary classification task
(Figure 1.2).
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Figure 1.2 Model's performances.



1.5.3.2 Multi-class classification

In the multi-class classification stage, we focus on the challenging task of classifying
network traffic into multiple classes. We used two different classification scenarios:
one with 15 categories and another with 6 categories, both extracted from the Edge
HoTset dataset.

The 15-category classification is designed to identify different types of network
traffic, including normal traffic and various attack categories. A sixcategory
classification, on the other hand, should provide a broader overview by grouping
similar types of traffic into broader categories. This approach allows us to simplify the

classification task and capture key differences between network behaviors.
e Categorization across fifteen (15) classes

In this multi-class classification, we focus on classifying network traffic into 15 classes
of the Edge HoTset dataset using LSTM models. LSTM (long short-term memory) is a
powerful recurrent neural network that is ideal for sorting data such as network traffic.

We designed a multilayer LSTM model consisting of a series of LSTM layers
followed by dense layers with activation functions (e.g., relu) to introduce nonlinearity.
The output layer has 15 neurons, representing the 15 categories in the dataset, and uses
a “softmax” activation function to generate probability values for each category.

The model is trained using the Adam optimizer and categorical crossentropy loss
function and is suitable for multi-class classification problems. We also evaluate the
model’s performance using various metrics, including accuracy, precision, recall, F1-
score, and support, to evaluate its ability to correctly classify network traffic into
different categories.

The accuracy metric signifies the ratio of correct positive predictions to all positive
predictions within each category. Recall, or sensitivity, indicates the ratio of correct
positive predictions to all actual positive cases for each class. The F1 - score,
representing the harmonic mean of precision and recall, offers a gauge of the
equilibrium between these two metrics [20]. The support value indicates the frequency
of each class’s occurrence in the dataset.

The outcomes (Table 1.4) show that a few classes, like Typical, DDoS_UDP,
DDoS_ICMP, and MITM, accomplished wonderful accuracy, review, and F 1 - scores,



demonstrating that the model performed particularly well in accurately grouping
occasions of these classes. Nonetheless, different classes, similar to SQL_injection,
Secret phrase, XSS, and Fingerprinting, have lower Fl-scores, proposing that the
model might experience challenges in precisely recognizing cases of these classes.
Working on the model’s presentation on these classes might require further tuning and

information augmentation methods.

Table 1.4 Fifteen-class model classification performances.

Precision Recall Fl-score Support
Normal 1.0 1.0 1.0 545,600
DDoS_UDP 1.0 1.0 1.0 48,627
DDoS_ICMP 1.0 1.0 1.0 27,176
SQL_injection 0.47 0.76 0.58 20,330
Password 0.58 0.34 0.43 19,973
Vulnerabity_scan 0.98 0.85 0.91 20,010
DDoS_TCP 0.82 1.00 0.90 20,025
DDoS_HTTP 0.75 0.93 0.83 19,418
Uploading 0.67 0.48 0.56 14,723
Backdoor 0.97 0.96 0.97 9610
Port_Scanning 1.00 0.50 0.66 7991
XSS 0.58 0.38 0.45 6026
Ransomware 0.93 0.92 0.92 3876
MITM 1.00 1.00 1.00 143
Fingerprinting 0.72 0.40 0.52 341

e Categorization across six (06) Classes

Subsequent to leading a top to bottom investigation of various assault classes in light
of organization information and existing security assaults, we have renamed the

information into six categories:

¢ Ordinary: Addresses traffic with no assault.



e Man-in-the-middle (MITM) assault: Includes an assailant capturing and
controlling correspondence between two gatherings.

e Code injection attacks: Incorporates XSS (Cross-Site Prearranging), SQL
infusion, and transferring assaults, where vindictive code is infused into a
framework to exploit weaknesses.

e Malware assaults: Including secondary passage, ransomware, and secret
phrase assaults, which include malevolent programming intended to acquire
unapproved access or truly hurt.

e Distributed denial of service (DDoS) assaults: Includes DDoS UDP, DDoS
TCP, DDoS ICMP, and DDoS HTTP assaults, which overpower an
objective framework with a high volume of traffic, delivering it distant to
real users.

e Information theft: Comprising of port checking, weakness scanner, and
fingerprinting assaults, which plan to assemble delicate data about an

objective framework.

By categorizing the data, we may acquire a better understanding of the many sorts of
assaults contained in the dataset and design more targeted and effective security
solutions to prevent these risks. This reclassification gives a clearer and succinct
depiction of the varied spectrum of assaults experienced in real-world network data,
allowing us to improve cyber threat detection and prevention.

These measurements (Table 1.5) give significant experiences into the presentation of
the classification model for each class. Accuracy addresses the extent of genuine
positive expectations among all certain expectations for a particular class. Review,
otherwise called responsiveness, gauges the extent of genuine positive expectations
among all genuine positive occasions of a class. The F 1 -score is the consonant mean
of precision and review and gives a decent measure between the two. The help shows
the quantity of tests in each class.



Table 1.5 Six class classification performances.

Precision Recall Fl-score Support
Normal 1.00 1.00 1.00 409,200
DDoS 0.91 0.99 0.95 86,434
Code injection 0.66 0.87 0.75 30,810
Malware 0.94 0.49 0.65 25,094
Information theft 0.95 0.74 0.83 21,257
MITM 1.00 1.00 1.00 107

Upon closer assessment of the arrangement report, we can see that the model precisely
identifies the “Typical” and “MITM” classes with next to no blunders. We likewise
note that no pernicious traffic class is misclassified as typical, showing that the
LSTM_6_Class model performs extraordinarily well for DDoS and MITM assaults, as
well concerning infusion-related assaults. It is worth focusing on that specific assaults
might share normal attributes, for example, a similar assault port or protocol.

The model exhibits strong performance for the “DDoS” class, achieving high
precision of 0.91 and recall of 0.99, implying that most instances of DDoS attacks are
correctly identified while minimizing false positives.

However, the model’s performance is slightly lower for the code injection class,
with a precision of 0.68 and a recall of 0.89. This might be attributed to the diverse
nature of code injection attacks, making them more challenging to detect accurately
(Figure 1.3).
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Figure 1.3 Six classes categorization confusion matrix.

For the “Malware” class, the model achieves high precision of 0.94, indicating that
the majority of instances predicted as malware are correct. However, the recall is
relatively lower at 0.50, suggesting that the model struggles to identify all true
instances of malware. This could be attributed to the constantly evolving and diverse
nature of malware.

Based on Table 1.5, we can observe that the models trained on the Edge-IloTset
dataset outperform the model based on the UNSW-NB15 dataset.

This difference in performance can be attributed to the fact that the Edge-HoTset
dataset is larger and provides more data for model training. As a result, models trained



on Edge-HoTset have a richer and more diverse set of samples, leading to improved
performance. It is evident that the availability of more training data positively
influences the model’s ability to make accurate predictions, making Edge-HoTset the
preferred choice for training our models.

Lower loss values indicate better model performance in binary classification. A loss
near 0 suggests high prediction accuracy. Thus, models with the lowest loss are
preferred for accurately detecting normal traffic.

The presented multi-class classification results serve as valuable indicators of the
model’s performance in accurately classifying different types of network traffic.
Notably, the model demonstrates exceptional precision, recall, and F 1 -score for the
“Normal” and “MITM?” classes. This signifies that the model successfully identifies
normal traffic with high accuracy and effectively detects instances of Man-in-the-
Middle attacks.

However, the results also shed light on certain challenges faced by the model in
classifying classes that are more complex. For instance, the “Code Injection” class
exhibits a relatively low precision, indicating the model’s tendency to misclassify
some normal traffic as code injections. Additionally, the “Malware” class displays a
significant discrepancy between precision and recall, implying that while the model
accurately identifies numerous malware instances, it also misclassifies certain normal
traffic as malware, leading to some false positives. Similarly, the “Information Theft”
class demonstrates a trade-off between precision and recall.

Our methods show promising results in accurately identifying most attacks linked
on medical gadgets. This proves how useful and significant our approach is in
important situations, like healthcare. With accuracy and validation accuracy rates over
98%, our models show an outstanding skill. Our models can detect and classify attacks
by distinguishing between typical actions and potential security threats. This
distinction considerably reduces the risk of false alarms, demonstrating that the models
are capable of accurately identifying and classifying various types of attack.

The model’s performance is of considerable importance in securing connected
medical devices. Medical devices are potential targets of attack like DDoS,
information theft. The accuracy of our models in identifying and classifying threats
such as DDoS attacks, data theft, or code injection must be taken into account to



preserve the integrity of medical information and the availability of services. These
results reinforce the relevance of our approach to the security of connected medical
devices. The ability of our models to detect attacks with low false-positive rates
suggests that our system is trustworthy in critical environments. Consequently, the
proposed detection approach is highly effective and reliable for securing connected
medical devices, which has a positive influence on maintaining the integrity of medical
data confidentiality and increasing confidence in new technologies among healthcare

professionals.

1.6 Conclusion

This study presents a profound learning-based way to deal with IoT attacks
identification and classification. The review researches the use of profound learning
models for both binary and multi-class classification, meaning to recognize normal and
abnormal traffic while distinguishing explicit attack category.

The evaluation metrics of the approach include accuracy, validation accuracy loss,
and false positive and negative rates (false alarm). In binary classification, our models
demonstrated high accuracy ranging from 96% to 99%. For multi-class classification,
we achieved good results with 94.0% and 96.1%, classifying data into fifteen (15)
classes or six (06) classes respectively. Based on the results of the six (06) class
classification (Figure 1.3), our models were able to accurately identify different
categories of attacks such as DDoS, code injection, information theft, and Man-in-the-
Middle (MITM). The results show the power of our approach for capturing threats that
occurred in IoT environments.

The promising results of our approach in recognizing attacks such as DDoS,
malware, and code injection suggest that our approach can be effectively deployed to
defend IoMT environments against potential threats, as the medical field is often the
victim of DDoS attacks causing service interruptions, as well as code injection and
information theft attacks.

The ability of our approach to categorize data further enhances its relevance in the
context of medical devices. Through the identification of distinct categories of attack,
such as information theft and man-in-the middle (MITM) attacks our model gives a
thorough view on what threats might undermine security or confidentiality for medical
data.



In conclusion, our deep learning-based approach is positioned as a robust solution
for the defense of connected medical objects, offering an exceptional ability to identify
and classify various attacks. These encouraging results boost confidence in the security
of IoT environments in general, paving the way for more widespread and secure use of

connected medical objects in healthcare.
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Asbtract

The use of Al in cybersecurity has been mainly mobilized through the prism
of enhancing existing technologies such as IDS, cryptographic algorithms,
or malware analysis. These technologies, initially developed for IT
infrastructures, are increasingly being deployed within Industry 4.0 without
fundamental changes to cater to OT/IoT systems, which share similarities
with pure IT systems.

To date, the use of Al technologies within the risk management global
process has been sparse. In the realm of cybersecurity, many research that
purports enhancing the decision-making through Al, for tasks ranging from
risk assessment to incident response, often tends to veer toward refining
previous technological components. However, the emergence of generative
Al and advances in NLP that could improve and foster reflexional
processes, focusing on strategic decision support rather than simple
phenomena classification, seems not to be sufficiently mobilized in
practice.

This review addresses the diverse implementations of Al technologies in
enhancing the risk prevention for cybersecurity purposes on CIs,
particularly through the risk management prism.

An overview of the trends within cybersecurity domains and a focus on
where Al applications and research are mobilized will be provided. The
discussion then pivots to the critical review of the integration of Al in the
cyber risk management process. Exploring how Al can be incorporated into
decision-making processes to support comprehensive risk study
methodologies that traditionally require expert intervention. Also,
evaluating the maturity of Al technologies to address global issues like

cyber risk management.



Keywords: Artificial intelligence, cybersecurity, critical infrastructures,

risk management, review, definition.

2.1 Introduction

Since the end of 2022, there has been a noticeable global and multi-sectoral
surge and enthusiasm for the use and the implementation of artificial
intelligence (Al), spanning both industrial and personal realms thanks to the
broad adoption and use of generative Al technologies. This rapid and
widespread acclaim of AI as a solution for a myriad of today’s industrial
and personal challenges sparks a curiosity to critically evaluate where Al
practically stands and how.

Over the last decade [1], AI’s footprint has expanded significantly across
various sectors. In the primary production sector, such as agriculture, Al has
been utilized for enhancing efficiencies and yield. The service-oriented
tertiary sector has seen Al’s implementation for optimization and
management purposes. Moreover, the secondary sector, which encompasses
a broad spectrum of production activities, has specific needs in terms of
security and resilience where AI’s role has become significant.

The diverse challenges presented across these sectors are increasingly
met with Al-based solutions, as evidenced by the growing body of research
demonstrating Al’s capability to practically address these specific sectoral
challenges [2]. The prioritization of these challenges often depends on the
critical importance of the system within its ecosystem. Especially for
critical production infrastructures where security is paramount, the
implementation of the most effective defense mechanisms against external
threats is necessary.

The types of threats faced by these infrastructures are diverse, ranging

from physical to cyber and even cyber—physical threats. While Al has long



been a cornerstone in bolstering the safety and security of infrastructures, it
paradoxically has also played a role in advancing the sophistication of
malicious cyberattack [4 p.157]. Its application mostly spans the
improvement of detection technologies, analytical processes, and
surveillance activities in cyberspace. A notable example is AI’s role in
enhancing intrusion detection systems (IDS) and predictive maintenance in
these infrastructures.

With the advent of Industry 4.0, the increasing interconnectedness of
systems has made the need for effective cybersecurity measures more
pressing [4]. As anticipated, the sudden extensive promotion of Al-based
solutions has significantly influenced the cybersecurity market, showcasing
a broad promotion of these technologies to response to evolving threats.

Considering this trend, it is pertinent to question whether there is a
genuine acceleration in research and implementation of these technologies
to address cybersecurity threats menacing critical infrastructures (Cls); or if
the ubiquitous promotion of Al in cybersecurity solutions/products is more
of a prevailing trend to boost their visibility.

The aim of this research contribution is thus to provide empirical
evidence demonstrating that cybersecurity challenges are inherently linked
to the risks associated with digital technology use, illustrating that risk
management is a fundamental aspect across cybersecurity applications
(RQ1). Building on this premise, this chapter focuses on exploring the
circumstances, extent, and methods of AI application in addressing
cybersecurity risk issues, particularly within the realm of ClIs (RQ2).
Additionally, it offers food for thought about Al application for cyber risk
management problems that have been inadequately addressed or not yet
tackled.



The first section of this chapter presents empirical arguments suggesting
that cybersecurity practice is part of a broader scope of cyber risk
management. To structure the review of Al’s practical use at each stage of
the risk management process a comprehensive framing of risk management
will be mentioned.

In the second section, the chapter delves into the current use of Al at each
stage of the previously defined risk management framing, drawing upon
literature reviews. Furthermore, the work offers a contribution to explore
potential applications of Al in areas not uncovered by the systematic
review, offering new avenues for consideration and development in the
field.

An identification of the main contributions and limits of Al in practice
will be discussed in section 2.3 and research and operational challenges will

be discussed.

2.2 Tackling Cybersecurity Problems Based on Risk Problems
Approaches

2.2.1 Motivations

In our pursuit of a comprehensive understanding of cybersecurity practices,
it’s essential to delve into the underlying reasons for cybersecurity needs,
the paradigms under which it operates, and the objectives it aims to achieve.
This deep dive lays the groundwork for insightful analyses of the evolving
trends in cybersecurity. It also substantiates the coherence of a risk-centered
approach to tackle cybersecurity challenges.

Our journey firstly leads us to a taxonomic study of cybersecurity. Here,
we propose that addressing cybersecurity issues inherently involves

tackling risks associated with our reliance on digital technologies. This



section will start with an analysis of various definitions of cybersecurity and
what they collectively signify.

Subsequently, we will conduct an empirical examination of the primary
issues addressed by the cybersecurity discipline through a bibliometric
analysis of relevant literature. This study aims to provide a comprehensive
overview of cybersecurity applications, assessing their performance and
attempting to structure the existing literature. This study also aims to gain
an overarching understanding and outline of the various communities
within cybersecurity.

Through these studies, we aim to demonstrate that approaching
cybersecurity from a risk perspective is intrinsically aligned with the
essence of the field. Once this foundation is established, we can then
explore how cyber risk management is effectively putted in place with the
use of Al in Cls.

2.2.2 Definitions analysis

When tackling to the term “cybersecurity,” we encounter a multitude of
definitions and scholarly efforts aimed at forging a common understanding
among them [5, 6 and 7].

To explore our study’s goals (RQ1), we would ideally analyze the
cybersecurity literature, focusing on its definitions. Such a methodology

would entail:

1. Collecting definitions: Gathering diverse definitions from
academic, industry, and organizational sources.

2. Analyzing definitions: Extracting key themes and principles
from these definitions.

3. Synthesizing core elements: Identifying consistent components

across definitions to understand cybersecurity’s concerns.



However, this methodology has already been meticulously followed by
National Institute of Standards and Technology (NIST) researchers [5], who
conducted a novel analysis of commonly used components in defining
cybersecurity. Therefore, our initial step will be to review this existing
analysis and to discuss their results.

This review provides valuable statistic insights about the frequency of
usage of identified thematic components to define cybersecurity (Figure
2.1). These sources encompass academic literature but also mainly
institutional and industrial references, including government documents,

standards, and industry publications.

Actions (protect, defend)

Objects (networks, systems, data)

Threats (cyber attacks, unauthorized access)

What (processes, measures)

Security Principles (confidentiality, integrity, availability)

Who (individuals, organizations)

How (through policy, technology, and education)

I}"?-i. 2(;% 4(;% ﬁl!l% H(;‘!f.. 1 I’){.}‘.'f..
Figure 2.1 Percentage of definitions with each component (n =
167 definitions) [5].

The study addresses two research questions focused on data-driven
analysis. However, it doesn’t delve into the reasons why cybersecurity
definitions are composed of the specific thematic components identified.

In analyzing the diverse landscape of cybersecurity definitions, this study
offers a compelling framework for understanding the field. The research
identifies several core themes that consistently emerge in definitions’,
painting a comprehensive picture of cybersecurity’s essence.

1 Definition source list available at: https://bit.ly/42HGWLI

Firstly, the operational aspect of cybersecurity is highlighted (What), with a

significant majority of definitions portraying it as a practical, actionoriented


https://bit.ly/42HGWLI

discipline primarily aimed at protection. This operational focus underscores
the active role of cybersecurity in defending against various threats.

Secondly, the intent of cybersecurity (Action), predominantly identified
as “protection,” emphasizes the proactive nature of this field. This
protective action is intrinsically linked to the concept of Threats, which are
directly correlated with risks. The study aligns with standards such as ISO
27032:2023 [8, p. 31], which encapsulate threats under the broader notion
of cyber risk in their definition, non-malicious incidents like software

The third essential element of the definitions is the notion of entities
potentially vulnerable to cyber incidents (Objects), which is used to
establish the scope and applications of cybersecurity measures.

While the above elements form the core of cybersecurity definitions, the
study also noted additional operational themes that, although less frequently
mentioned, contribute to refining the definition in specific domain contexts.
These themes, found in less than 20% of definitions, reflect characteristics
unique to particular application domains.

This study shows that definitions of cybersecurity tend to be aligned with
the key concepts behind the practice. That the measures taken to foster
cybersecurity are primarily in response to risks, arising from the potential
interaction between entities identified as Threats and Objects/systems to
protect. The coherence between these operational definitions and a
riskbased approach not only validates the relevance and applicability of
viewing cybersecurity through the lens of risk management but also
highlights that every cybersecurity framework aims to enhance the defense
mechanisms within this overarching risk process. This alignment
underscores the intrinsic connection between cybersecurity practices and

risk management strategies.



The previous study aims to provide simple, universally understandable
results, distinguishing itself from prior research that often analyzes themes
or relied on expert elicitation. This approach is highly beneficial,
particularly considering that decision-makers tasked with protecting
systems are not always experts in cybersecurity. However, for the purpose
of our study, we take a brief look at how experts define cybersecurity.
Concurrently, through the review of [6], we will examine how experts
define cybersecurity and cybersecurity risk. Regarding the established link
between these two concepts, this exploration evaluates whether experts
come to a conclusion similar to ours, or whether it aligns more closely with
a significant corpus of scientific research — that the definitions of these
concepts are complex to establish due to the protean nature of this practice.

In the definitions gathered by [6], there’s an immediate shift toward
technical terminology, focusing primarily on the “How” of cybersecurity.
This emphasis on implementation and manifestation drives the evocation of
measures to ensure the integrity of the CIA triad (confidentiality, integrity,
availability) inside the cybersecurity definition. As previously mentioned,
this indicates a specialization of these definitions tailored to the specific
application domain of cybersecurity practice.

When it comes to defining cyber risks, experts seem to focus on a
descriptive approach. Referring to a non-exhaustive list of risk factors, most
notably human elements. While recognizing the important role of human
factors as a source of risk, this approach may overlook other major factors.
In reality, human involvement often exacerbates existing vulnerabilities
rather than being the only origin of risk. Despite the fact that experts in this
study hail from the same laboratory, their approach of crafting complex and
specialized definitions for cyber concepts is reflective of a broader trend

observed in numerous other research studies.



The study also touches upon the concept of ontology, which is crucial for
defining such complex concepts. However, it is observed that there is no
affirmed consensus on a cybersecurity ontology, even though some are
beginning to emerge [9]. Numerous studies offer their propositions, varying
in complexity, attempting to provide a comprehensive meaning applicable
across all cybersecurity domains. Given the wide range of applications in
cybersecurity, a more effective methodology might involve defining these
concepts incrementally for specific use cases. This approach would
contribute to the development of a “cyber ontology lifecycle,” enriched
through practical experience. However, this modeling work is the
foundation of comprehensive and efficient result, the detailed formulation
of this taxonomy, for cyber risk management, is a topic for future research.

Reflecting on this review of expert definitions, we are reminded of the
challenge in defining complex concepts of cybersecurity. However,
considering that cybersecurity affects everyone, both experts and non-
experts, an effective approach would be to adopt simple, abstract concepts
that are easily understandable by all. This is similar to an expert conveying
these concepts to a non-expert.

Therefore, a taxonomy that encompasses the ontological concepts
identified in would be adequate for defining cybersecurity in its most
general paradigm.

Moving forward, to tackle cybersecurity in a cross-disciplinary manner
and within specific fields of expertise, these foundational elements of the
definition could be further specified. This would allow for the integration of
a domain-specific taxonomy, catering to the unique requirements of each
professional field of application.

The analysis of cybersecurity definitions reveals a lack of a widely

adopted risk-based approach. However, examined definitions align with a



more holistic perspective of cybersecurity, emphasizing cyber as an
interactive system rather than disparate tasks to achieve. A discernible trend
shows a shift toward viewing cyber conceptually, and not just an
operational one, signaling an evolving awareness across domains. This
transition addresses the first research question (RQ1), indicating an
emerging consensus on embracing a global vision of cybersecurity.

Having established this foundation, we now have a starting point to
address cybersecurity practice within Cls. In this context, cybersecurity is
engaged to mitigate the effects of uncertainties on Cls goals.

Various methods are use in cybersecurity practice to address risk related
to Cls. In this chapter, we focus specifically on methods that are enhanced
or powered by Al technologies (RQ2). This approach aims to understand
how Al is leveraged to bolster cybersecurity measures, particularly in
scenarios where the stakes are high and the need for robust security is

paramount.

2.2.3 Bibliometric analysis

Our bibliometric analysis will delve into the existing body of cybersecurity
literature. This exercise aims to draw out overarching trends and patterns,
offering insights into the current and evolving landscape of cybersecurity

research. Specifically, we will focus on two key areas:

1. General trends in cybersecurity research: The analysis
concentrates on identifying the broad themes and directions
within the global field of cybersecurity. This includes
understanding the major areas of focus, prevalent communities,
and evolving paradigms. We aim to chart the trajectory of
cybersecurity research, understanding how it has developed and
where it might be heading.



2. The role of AI in cybersecurity, especially in critical
infrastructures: A significant portion of our analysis is
dedicated to explore how Al is being integrated into
cybersecurity practices. This involves investigating the specific
applications and effectiveness of Al technologies in enhancing
cybersecurity measures. We pay particular attention to the
utilization of Al in safeguarding Cls, understanding how Al is
leveraged to mitigate risks in these highly sensitive and vital

systems.

The outcomes of this analysis paint a comprehensive picture of the
intellectual structure and emerging trends within the field of cybersecurity
research.

Regarding existing bibliometric studies, Table 2.5, this section takes a
broader perspective on the practice of cybersecurity across various
application domains. It aims to explore thematic trends in cybersecurity,
distinct from studies focusing on “performances” (author affiliations,
country affiliations, or collaborations). Existing works, predominantly delve
into specific applications of cybersecurity, such as maritime security,
Industry 4.0, cybercrime, or 5G. Notably, there is a gap in comprehensive
studies examining cybersecurity practices globally. While other studies
acknowledge the significance of Al in cybersecurity, they often lack in-
depth analyses. This document seeks to consolidate a bibliometric analysis
to substantiate the presence of Al in cybersecurity and provide a more
nuanced understanding of its practical applications. Furthermore, our
analysis is distinctive in its exploration of how the concept of risk is

addressed within the realm of cybersecurity.



Table 2.5 Bibliometric literature review

References Cybersecurity Performances Trends Cyber Al
general focus focus risk  mentions
analysis mentions

[18] X X

[47] X X X X

[48] X

[49] X X X

[50] X X X

[51] X X

[52] X X

[53] X X

[54] X

[19] X X

Proposed X X X X

Study

For the methodology of our bibliometric analysis, we use a comprehensive
approach, drawing inspiration from established practices in the field [9, 10].
Our methodology is tailored to first provide an in-depth and wide-ranging
exploration of the cybersecurity literature. Then, focus on the incorporation
of Al, especially in the context of Cls. Here’s how we have structured our

approach:

1. Data source selection: To ensure a thorough and representative
analysis, we have chosen to utilize both Scopus and Web of
Science (WoS) as our primary data sources. These platforms are
particularly relevant due to their extensive coverage of diverse

sources and the complementarity of the materials they aggregate



[11]. By leveraging these two databases, we aim to capture a
broad spectrum of research.

2. Performance analysis: In our initial stage of analysis, we will
execute a succinct performance analysis to grasp the influence
and contributions of different entities within the cybersecurity
realm. This will encompass a high-level assessment of key
performance indicators, enabling us to compare and contrast the
samples from both Scopus and Web of Science databases. Our
focus is firstly to be on the broader field of cybersecurity
research, before delving into specific concerns about the
integration of Al and its application within CIs contexts.

3. Mapping and visualization technique: To visualize the
landscape of cybersecurity research, we will employ the VOS
(visualization of similarities) mapping technique [12]. VOS
allows for the construction of detailed and insightful bibliometric
maps, enabling us to identify and illustrate the relationships and
clusters within the cybersecurity literature thanks to the
VosViewer software. Using this technique, we aim to uncover
the intellectual structure and emerging trends in a way that is

both comprehensive and easily interpretable.

To initiate our bibliometric analysis, we employ a funnel approach, starting
with the broadest possible perspective. In this initial phase, our focus will
be on articles that respond to the search query “cybersecurity OR cyber-
security OR cyber security” across both databases’. The search
encompasses titles, abstracts, and keywords. This comprehensive approach
is designed to capture the full spectrum of research within the domain of

cybersecurity.

2 Performance graphics: Github



Our initial analysis revealed several performance indicators, as detailed in
Table 2.1. These metrics not only enable a comparative analysis of the two
databases but also shed light on the positioning of cybersecurity within the
wider spectrum of research disciplines. It appears that cybersecurity, while
experiencing an exponential increase in research interest since the early
21st century, still occupies a relatively marginal space compared to
dominant fields like health research (which accounts for 22% of Scopus
database publications under the keyword “Health”). Interestingly, the year
2023 shows a slight dip in productivity compared to 2022, raising questions
about whether this is a temporary fluctuation, an indicator of a new trend in
the domain’s evolution or a specialization of the cybersecurity research
around a specific topic. For instance, the number of research combining

cybersecurity Al and Cls continued its exponential growth in 2023.

Table 2.1 General statistics about research DB where NR: number of
results, PC: proportion of the sample in each DB, BY: year with bigger
number of publications, MS: major source.

Databases NR PC BY: NR MS: NR

Scopus 59,825 0.22%  2022:9,373 IEEE Access: 2052
WoS 32,039 0.14%  2022:4,713 IEEE Access: 981

Further investigation into document types, research areas, and the
geographic origins of publications has confirmed the widespread nature of
cybersecurity research, demonstrating its expanding role across various
disciplines and regions globally (USA — China). While there are some
differences in proportions concerning document types and research areas,

both databases predominantly feature publications in computer science and



engineering, presented mainly through articles and conference proceedings.
These results are presented in our Github repository.

This analysis offers an initial glimpse into the diverse ways cybersecurity
is tackled within the research community. However, no substantial
differences are observed between the two databases in terms of their content
proportions. The primary variance lies in the volume of cybersecurity-
related research, with Scopus housing a bigger volume. This is partly
attributed to contributions from sources like the ACM International
Conference Proceeding series that is not well represented in WoS, which is
a notable distinction between the two databases.

A significant distinction between the two databases emerges from the
additional analytical capabilities offered by Web of Science (WoS). These
capabilities enable us to identify some specific subjects within the realm of
cybersecurity (Security Systems, Al, Intrusion Detection, etc.).

At this stage, while both databases approach cybersecurity in a similar
manner, further network analysis reveals emerging clusters, particularly in
the fields of Al and natural language processing (NLP). This development
indicates a nuanced expansion of focus within the cybersecurity domain,
highlighting the incorporation of advanced computational techniques.

Our first network analysis delves into a subset of the 20,000 mostcited
documents from each database, as identified earlier. We calculated a 51%
similarity between the two databases (WoS and Scopus) by comparing
identical Digital Object Identifier (DOI) within each dataset. While merging
the two datasets could have eliminated duplicates, our aim was also to
discern how cybersecurity as a research theme is approached through
different communication channels.

The initial step of our network analysis, focused on cybersecurity, was to

identify the various themes addressed in this corpus. For this purpose, we



applied bibliographic coupling analysis: this method helps reveal the
themes emerging within the dataset. It creates links between documents that
cite the same references, thus connecting those based on similar
foundational knowledge.

The analysis shows no significant differences between the two databases,
with the exception of WoS, which shows slightly more documents in cluster
5. This cluster appears to be the least represented in our various analyses,
suggesting either a lack of interest or a considerable challenge in
conducting research on regulations and more reflective studies on the nature
of cybersecurity. Addressing these topics is crucial for better
implementation, as starting with comprehensive studies in these areas can
pave the way for building models and algorithms that closely align with the
practical challenges faced by security teams in the field.

From this visualization, Figure 2.2, we observed the emergence of five

thematic clusters:
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Figure 2.2 WoS Bibliographic coupling output.

1. Green: Concentrating on cyber-physical systems (CPS)
2. Blue: Focusing on cyberattacks (mostly false data injection)

3. Yellow: Covering smart grid/industrial control systems (ICS)



4. Red: Merging [oT and Al

5. Purple: Emphasizing regulation studies and taxonomy studies

It is noteworthy that while each theme has been consistently addressed
over time, cluster 4, focusing on IoT (Internet of Things) and Al, exhibits a
particularly high density. This observation implies that among the most-
cited documents today, topics related to IoT and Al are frequently
encountered. This trend suggests a growing interest and recognition of the
importance of these areas within the cybersecurity research community.
Such a concentration indicates not only the evolving nature of cybersecurity
challenges but also points to the increasing relevance of advanced
technologies in addressing these challenges. Surprisingly, this analysis
predominantly reveals themes related to the industry, indicating that this
sector mostly drives big research in cybersecurity. Innovations in this field
often stem from challenges encountered, yet paradoxically, these
infrastructures remain among the most vulnerable (highlighted in annual
cybersecurity reports - Orange CD or IBM Threat Intelligence). Within
these clusters, it’s challenging to gauge the extent of works aiming to
evaluate and enhance specific protocols, formal methods for security, and
best practices for cybersecurity. Thus, we can’t status about trends of

technical optimizations in this analysis.

o Inter-cluster relationships: Notably, references and illustrate
the interplay between studies on cyberattacks and the systems
vulnerable to that threat. These studies stand out prominently in
the graph. They establish a connection between clusters 1 and 2,
hinting at the logical rationale to consider “Threat” and “Object”
to defend as an integral whole from the inception of a security

project. Effective threat mitigation requires a comprehensive



understanding of business requirements, emphasizing that these
needs cannot be ignored.

e The concept of risk: This notion predominantly appears at the
intersections of clusters 1, 3, and 4. This highlights that, in
current discourse, “Risk” is more directly connected to systems
rather than to attacks as such. However, for a comprehensive
understanding of cybersecurity risks associated with these
systems, it’s crucial to consider past incidents, offering a more

nuanced understanding of these risks.

The second analysis, focusing on the co-occurrence of keywords within the
same sample, reveals new insights (Figure 2.3). Again, we observe five
clusters, but the themes identified within each are not exactly the same as

those in the first analysis:
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Figure 2.3 Scopus keywords co-occurrences.



1. Green: Cyber—physical systems (CPS) and cyberattacks

2. Blue: Internet of Things (IoT)

3. Yellow: Industrial control systems (ICS), Cls, and Industry 4.0
4. Red: Al and data-driven approaches

5. Beige: Macro themes in cybersecurity taxonomy

We notice firstly that the green and blue clusters from the first analysis have
merged into the green cluster in the second analysis. This is not surprising
given the close proximity of these themes previously observed. The
potential amalgamation of these two clusters is associated with the surge in
research on Industry 4.0. This sector, driven by increasing digitization and
the adoption of technologies like Industrial Internet of Things (HoT), has
led researchers to employ new terms (CPs) when referring to industrial
systems composed of these emerging objects.

The red cluster has split into two (blue and red), distinctly highlighting
the challenges associated with IoT on one side and the one of Al on the
other. The yellow cluster remains unchanged, discussing the challenges
cybersecurity aims to address in the fields mentioned, including safety,
resilience, and automation. The purple cluster from the first analysis has
evolved into a beige cluster that encapsulates broader taxonomic terms in
cybersecurity (risk management, information security, model, threat,
impact).

This analysis reveals more about our sample, particularly how
cybersecurity intersects with AI technologies. Although the keywords
appearance related to Al are relatively recent, the substantial size of this
cluster indicates that Al has been utilized for several years in addressing
cybersecurity challenges. This suggests that the integration of Al into
cybersecurity solutions is not merely a result of the recent global surge in

Al interest. However, it’s notable that the focus is primarily on intrusion



detection with classificationbased and anomaly detection methods, with
minimal or no mention of emerging Al technologies like generative Al.

Once again, the results derived from both databases exhibit a general
similarity, although with differing distributions. However, a distinctive
feature in Scopus is the focus on human factors and health within the
cybersecurity context, particularly highlighted in the beige cluster. This
theme has only emerged in recent years, indicating the influence of the
COVID-19 pandemic on certain aspects of cybersecurity research.

In the context of our research on developing a methodology for managing
cyber risks in Cls, we will narrow our focus to Al-based methods that
enhance the resilience of these infrastructures against specific types of
cyber threats. This involves conducting an analysis alike to the previous
one, but with a specific emphasis on the use of Al for cybersecurity within
the realm of Cls.

By focusing on this aspect, we aim to glean more nuanced insights into
how Al is leveraged to fortify Cls against evolving cyber threats. Thereby
identify future research directions and potential gaps in the existing body of
knowledge.

To refine our analysis, we will concentrate on a subset of the previously
examined dataset. Building on the prior research, we incorporate additional
keywords from Table 2.2, forming a query that combines cybersecurity,
artificial intelligence, and CIs keywords ({cyber security Keywords} AND
{AI keywords} AND {CIs Keywords}).

Table 2.2 Research keywords.

Al keywords Critical infrastructure keywords
Artificial intelligence Cyber—physical Industry 4.0
Al Cyber—physical Industrial

Learning CPS ICS




Al keywords Critical infrastructure keywords

Machine learning Infrastructure Grids
Deep learning Network Critical infrastructure System

This refined query reveals a significant difference in the results yielded
by Scopus and Web of Science. Specifically, Scopus provides a much more
concentrated sample (870 documents), while WoS only reduces the sample
by about a third (23,042 documents). This discrepancy highlights a
difference in how the two databases interpret and respond to the same
query. A closer examination of the WoS results indicates that most of the
documents meet only two out of the three criteria, meaning many are not
strictly within our defined scope. Consequently, we will focus our analysis
on the Scopus sample.

By conducting a new keyword co-occurrence analysis on this Scopus
subset, we aim to discern the emerging trends and patterns specifically
related to the use of Al in cybersecurity within the context of Cls. This
targeted approach should allow us to gain a more nuanced understanding of
how Al is being applied to enhance cybersecurity measures in Cls settings.

In our focused research on cybersecurity and Al within Cls, we observe
trends that align with those identified in our broader initial study.
Particularly, components of CI, previously highlighted in the blue and
yellow clusters, remain prominent. The observed reduction in the size of
“network security” indicates that this term is primarily employed to address
issues outside the operational technology (0T)/Internet of Things (IoT)
domain and should be leaning more toward traditional information
technology (IT) environments. Elements that we filtered out with our scope.

At the core of this study’s network graph, we observe a strong correlation

between intrusion detection and “Machine Learning.” This trend, already



noted in our initial study, is their further associated with classification and
clustering methods like k-nearest neighbors (KINN), decision trees, random
forests, and k-means. These AI methods are thus being employed to
enhance the monitoring of the cyberattack risk.

The observation regarding the treatment of risk in the cybersecurity
research literature is indeed insightful. While IDS, broadly detection and
response platforms, are frequently presented as a solution to cybersecurity
threats, the broader concept of risk management is notably
underrepresented. When the notion of risk is addressed, it is often in the
context of proposing new frameworks or specializing methods for risk
evaluation using techniques like Bayesian analysis, Markov models, fault-
tree analysis, and threat modeling. However, these approaches do not
typically encompass a comprehensive methodological approach to
managing cyber risks from personalized identification through to the
evaluation of mitigation strategies.

Regarding this analysis, other phases of risk management process [15],
do not seem to be significantly addressed using AI technologies.
Nonetheless, in our network graph, there is a spatial proximity between
mentions of risk and technologies like NLP, text processing, and long short-
term memory (LSTM) networks. These technologies are suited to more
reflective and analytical processes, suggesting potential avenues for future
application in cyber risk management for Cls. This analysis shows that this
evolution in Al has the potential to change the way risks are studied today
(RQ2).

From this network, it becomes clear that research cybersecurity for Cls
predominantly concentrated on tangible assets and the technologies

employed for their safeguarding. This focus reflects an operational



perspective, where these elements are critical points susceptible to hazards
that could disrupt service continuity or affect the operational environment

Thus, the analysis far provides an insightful perspective on the current
application of Al and machine learning in the field of cybersecurity for ClIs.
This investigation highlights a pronounced emphasis on detection and
response mechanisms. However, it also brings to light a significant
underrepresentation in the literature regarding comprehensive cyber risk
management strategies that effectively integrate Al technologies.

While this method offers a broad overview, it falls short in detailing the
specific AI methodologies employed and their intended purposes within the
cybersecurity domain. To address the objectives outlined in (RQ2), a more
indepth analysis is required. This subsequent phase of the study will focus
on discerning the various Al methods used in cybersecurity, particularly
how they are applied across different phases of the risk management
process. Going deeper, we aim to uncover a more detailed understanding of
AT’s role in not just detecting and responding to cyber threats but also in
proactively managing and mitigating cyber risks in a comprehensive and

holistic manner.

2.2.4 Main Conclusions at this stage

Based on our analysis, the conclusion for this section on cybersecurity in
Cls, with an emphasis on the role of Al, can be distilled as follows:

Our exploration of cybersecurity in the realm of ClIs, driven by RQl,
revealed a multifaceted and evolving landscape. Initially, we addressed the
challenge of defining cybersecurity in a manner that resonates across
various domains, particularly in CIs. We recognized the need for a
simplified, yet comprehensive taxonomy to make the concept accessible to

a broad audience, encompassing both experts and non-experts. This



approach serves as a foundation for understanding the specific nuances and
requirements of cybersecurity in different CIs contexts.

In delving into the practices of cybersecurity within ClIs, we observed a
significant reliance on Al technologies that led us to tackle RQ2. AI’s role,
particularly in intrusion detection and response, is pronounced. However,
our analysis also uncovered the underrepresentation of holistic cyber risk
management strategies that effectively integrate Al. This suggests that while
AT has been instrumental in enhancing certain aspects of cybersecurity, its
potential in comprehensive risk management remains underexploited.

Our comparative study of the Web of Science and Scopus databases
provided insights into the trends and focus areas within the cybersecurity
research communities. We noted a general alignment in the themes explored
across both databases.

The analysis points out that the integration of Al into cybersecurity
predates the recent widespread hype around Al. The predominant focus has
been on intrusion detection using Al-driven classification and anomaly
detection methods. However, there is a noticeable lack of exploration into
emerging Al technologies, such as generative Al, within this domain.

In conclusion, our investigation underscores the need for future research
to extend beyond the current focus on detection and response. There is a
crucial requirement for more in-depth studies that examine the diverse
possible applications of Al across the entire spectrum of cybersecurity risk
management in CIs. Such research would contribute significantly to
developing more effective, proactive, and comprehensive cybersecurity
strategies, ensuring the resilience and safety of CIs in an increasingly digital

and interconnected world.

2.3 Review of How Al Is used and Mobilized in Risk



Management Processes

It appears that some research communities directly address cybersecurity
from a risk perspective, while others approach it implicitly. This is
particularly evident in studies focused on intrusion detection. Such research
addresses the monitoring aspects of cyberattack risks and aids in risk
analysis, as these systems enhance our understanding of incident behaviors.
Building upon the analysis from the first part of our study, we now focus
onto the risks of cyber incidents that threaten the resilience, safety, and
security of systems. This exploration led us to consider the strategies for
cybersecurity and risk management that are employed to counter these
threats.

To address our research question on the evaluation of Al use in
cybersecurity, we will adopt a risk-focused perspective, particularly with
regard to the cyber risks posed by digital technologies usage. As noted at
the conclusion of our previous analysis, a more in-depth exploration is
required to understand the circumstances, extent, and methods of Al
application in addressing cybersecurity risks, particularly within CIs (RQ2).

Our approach will involve classifying AI methods according to the cyber
risk phase they address [15, p. 31]. For instance, risk identification can be
achieved using convolutional neural networks (CNNs) [16]. To ensure a
comprehensive and structured analysis, we will align our exploration with
the framework provided by the ISO 31k standard, which offers a well-
defined structure for addressing cyber risk issues.

This structured approach allows us to systematically explore, inside our
corpus, the various Al methods used in cybersecurity, specifically focusing
on how these methods align with different stages of risk management as

defined by the ISO 31k standard. By doing so, we aim to provide a clear



and thorough understanding of the role of AI in cyber risk management
within Cls.

For each phase of the risk management process, we will review the
current Al techniques being utilized. Additionally, we offer our insights on
how AI can potentially contribute to enhancing the effectiveness and
relevance of each stage of the cyber risk management process. Our goal is
to not only depict the current state of Al in cyber risk management but also
to identify opportunities where AI can further advance the field. This
approach will allow us to propose innovative and tailored Al solutions that

can improve the overall cybersecurity posture of CIs.

2.3.1 Methodology

In our review, we acknowledge the significant contributions of previous
studies [17, 18, 19 and 20] that have meticulously compiled, following
similar methodologies, various references that address Al for cybersecurity
issues. They have classified their findings based on criteria fine-tuned to
their respective research projects. In a similar vein, we propose to
categorize these sources through the lens of risk-based cybersecurity
approach.

Among these studies, the study in aligns the most closely with our
perspective. It adopts a classification based on the description of the
cybersecurity enhancement process provided by the NIST in 2018. Notably,
this framework has been revised since 2023, introducing a new category of
governance that precedes other phases.

By aligning our risk-based approach with the NIST framework, we can
affiliate its categories with the risk management description outlined by ISO
[16], which serves as the framework for our study (Figure 2.4). This

alignment allows us to systematically organize and analyze the AI methods



within the context of both cybersecurity and risk management, providing a

comprehensive high-level overview of cybersecurity.
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Figure 2.4 ISO Risk Model Associated to NIST CSF 2.0 - 2023

Risk Treatment

Our initial analysis has effectively exposed the relevance of a risk-based
approach in the implementation of cybersecurity practices. This
methodology comprehensively considers the entire chain of actors and their
interactions.

By embracing this global approach, we are able to reuse a wide range of
cybersecurity research bricks, emphasizing the critical need for defining a
tailored context and framework. This includes the personalized
identification of unique hazards that pose risks to each system and their
unique characteristics.

Integrating this approach with technologies that are adaptable to the
nuances of each system leads, by design, to the implementation of
customized, efficient, and effective defense solutions. This strategy not only

addresses the multi-faceted nature of cybersecurity challenges but also



ensures that the solutions are highly relevant and specifically attuned to the

distinct requirements of each system.

2.3.2 Documents selection

In our research, we will concentrate on documents previously identified as
relevant in other studies, recognizing that all documents dealing with
cybersecurity inherently address risk-related problems. This approach
allows us to utilize the selection work already done in these studies,
ensuring that we focus on sources that are pertinent to our investigation.
After identifying their references under study, we elaborate a condensed?
dataset that encompasses all the references from the four identified reviews.
An interesting first result is the low overlap in the sources used by these
reviews. Based on the references DOIs, we found that there is less than 1%
similarity among the documents across the four studies. Indeed, the four
studies, Table 2.3, share very similar selection criteria but manage to select
literature studies that are almost entirely distinct. The work in and is mostly
descriptive and, in contrast to the others, serves as a valuable source of
information on the machine learning algorithms used in cybersecurity and

the contexts in which they can be applied. The study in focuses on



Table 2.3 Comparison of this review with existing studies.

Al Systematic Risk Guidance Date
classification  review approach to foster
cyber sec
Kaur et al. Domains [22] Yes No Yes 2023
[17]
De Methods Yes No No 2023
Azambuja
et al. [19]
Abdullahi Methods Yes No No 2022
et al. [18]
Peres et al. Domains Yes No Yes 2020
[20]
Proposed Methods Yes Yes Yes 2023
study

3 Dataset available at: Github

detection, while the study in conducts an analysis to determine whether Al
is beneficial or not for cybersecurity by examining its advantages and
disadvantages. They investigate how Al can be utilized by both attackers
and defenders. This approach is highly relevant as these two aspects should
always be correlated when striving for greater cyber resilience.

In this context, the authors in introduce data representation as a gap in the
literature. Addressing this gap is particularly challenging, requiring a
comprehensive view of cybersecurity practices and collaboration with
industrial partners to build models tailored to their specific business needs.
Our work to develop a methodological approach for managing industrial
cyber risks aligns with the overarching goal of decision support in the field

of cyber risks, whether in prevention or response during crisis management



events. The foundation of this methodology relies on knowledge
management within the industrial cyber ecosystem and the cyber threats it
may face, with a focus on studying factual data from past cyber incidents to
construct specialized conceptual decision support models.

The study in takes a broader perspective on Al for industry, considering
cybersecurity as one of its components. Unlike other studies, it adopts a
proactive stance, providing recommendations based on its literature analysis
regarding best practices to maximize the benefits of Al while mitigating
negative aspects described in [19]. The study addresses issues such as data
availability and quality in the industrial environment, emphasizing that
knowledge remains central to all innovations in this sector.

The primary objective of our analysis is not to delve into the metadata of
the sources, such as document types or subject areas, but rather to focus on
associating Al methods with specific stages of the risk management
process. For this chapter, we will examine a representative sample from this
condensed dataset, specifically selecting sources from [17]. This is the
closest work to our study as it tries to provide a practical methodology for
implementing cybersecurity practice (Table 2.3). Additionally, we will
augment this corpus with few recent literatures that has been published after
the time frame of the our remains current and

As part of our broader research project, we plan to explore the remaining
sources in this dataset in future work. This will provide an opportunity to
conduct statistical analyses on the corpus, categorizing the documents based
on various criteria such as Al methods used, stages of risk management
addressed, mention of specific technologies, and documents presenting use

cases.



2.3.3 Results

Our analysis, as outlined in Annex, Table 2.4, offers a first overview of Al
methods in the context of cybersecurity, particularly through the lens of risk
management. This classification aligns Al techniques with the various
stages of the risk management process, providing a clear perspective on
how these technologies are applied in practice. In the following sections, we
delve into the specifics of each phase, highlighting notable trends and
observations that emerge from our dataset. The full review is available on
Github.



Table 2.4 Sample of references

References Al methods/domain Refers Risk Date
to management
dataset stage

Promyslov et al. K-means clustering no RI 2019

[23]

Millar et al. [24] Random forest no Scope - 2020

context

Cam [25] Logistic regression no RT 2017

Tozer et al. [26] Reinforcement no RI 2015

learning

Huff et al. [27] NLP yes RI 2021

Valero et al. k-nearest neighbors,  no RT 2018

[28] Bayes net, decision

tree, SVM

Baldini et al. SVM, K-NN, decision yes RT 2021

[29] tree, CNN

Cui et al. [30] Random forest no RT 2021

classification

Le et al. [31] Unsupervised learning no RT 2021

Gualberto et al. XGBoost, Random yes RT 2020

[32] forest

Lietal. [33] RNN yes RT 2021

Kumar et al. ANN no RT 2021

[34]

Wu et al. [35] Auto-encoder yes RT 2021

Abdulhammed Random forest, naive yes RT 2018

et al. [36] Bayes

Huang & Lei Deep learning, CNN, yes RT 2020

[37] generative adversarial

network




References Al methods/domain Refers Risk Date
to management
dataset stage

Shah et al. [38] Reinforcement no RA 2018
learning
Decastro-Garcia Machine learning no RE 2020
et al. [39].
Sakhnini etal.  Machine learning yes RI 2021
[40]
Piplai et al. [41] Deep learning no RI 2020
Meyers and NLP no RI 2021
Meneely [42]
Carriegos et al. Machine learning no RI-RA-RE 2021
[43]
Ragab et al. Deep learning no RT 2023
[44]
Perales Gomez Decision trees, no Scope - RI 2023
et al. [45] random forest, deep
learning
Singh Sangher = Random forest, no RI-RA 2024
et al. [46] XGBoost algorithm

It is observed that most Al technology applications are related to cyber risk
treatment (RT), a trend previously identified in the bibliometric study with
the emergence of the red and green clusters (Al and cyber incidents).
Additionally, comparing the ISO 31k standard on generic risks to the NIST
CSF or MITRE D3FEND frameworks (Figure 2.4), more than half of the
action phases are dedicated to cyber risk treatment rather than than Risk
Identification (RI), Risk Assessment (RA) or even Risk Evaluation (RE).

This is understandable as these preliminary phases are currently the most



subjective and least concrete. They represent the most challenging aspects
to address and evaluate concretely. Nevertheless, it is crucial to emphasize
that these initial phases, which group together the majority of actions in a
risk-based approach, are just as important as the concrete
action/deployment phases.

The MITRE Framework alone is challenging to utilize in its current state,
but it shows promise in attempting to link the actions of an attacker with
those that a defender should take to counter them. Detailed refinement of
these preliminary phases is essential for enhancing cybersecurity, making
them less subjective and more accessible for frontline security operators
today. In the following studies, we will explore that, currently, there is no
substantial effort leveraging Al for this specific purpose.

The use of Al capable of explaining its decisions, coupled with factual
data, would significantly contribute to informed strategic decision-making
and optimize the implementation of relevant security measures. Today, as
observed in the following study, the majority of data used in training
datasets are simulated or based on expert judgment. While more accessible,
this type of data unfortunately does not reflect reality as well as factual data
on real cyber incidents. In our future research, we will focus on developing
a knowledge base of detailed and factual data on past incidents to enhance
the relevance of results derived from risk assessment techniques. This
approach aims to address emerging trends in the use of new Al technologies

to tackle the aforementioned challenges.

2.3.3.1 Scope, context, and criteria

The initial stage of risk assessment is pivotal, as it involves understanding
the client’s specific needs and requirements. This step is essential for
determining the appropriate taxonomy and approach to address the

identified issues effectively. Our literature review reveals that the practical



application of Al in this phase is relatively limited. This is primarily due to
the necessity for advanced natural language understanding and processing
capabilities.

However, the potential use of finely-tuned large language models
(LLMs) in this context is promising. These models could be employed to
analyze organizational documents such as statutes, policies, and strategic
objectives. By doing so, they can assist in identifying areas that are most
relevant for the application of risk management strategies, thereby
providing a tailored and efficient approach to addressing the unique

challenges faced by each organization.

2.3.3.2 Risk identifications

In the NIST framework, Figure 2.4, the identification phase is associated
with the entire risk management process. However, when adopting a risk-
based approach, this phase aims to accurately depict the threats that could
interact with the system’s vulnerabilities, potentially compromising it in
various ways, such as through espionage, destruction, or motivated by
economic gain.

In terms of identification, there are more studies addressing this topic.
This includes research focusing on cyberattacks and their consequences on
systems, as well as studies on cyber threat intelligence. However, the
number of these studies is relatively limited compared to those illustrating
risk treatment. This observation suggests a potential gap in the literature,
highlighting the need for more focused research on the initial stages of risk
management, particularly in the context of identifying and understanding

the nature of cyber threats.

2.3.3.3 Risk analysis and risk evaluation
The concepts of risk assessment and risk evaluation typically go hand in

hand and are often discussed in studies addressing risk-related topics. These



concepts are crucial in determining, based on the context, which risks
should be prioritized. This vital step is not commonly addressed in practice
through AI methods. Instead, statistical mathematical methods or expert
judgments are often used to classify risks.

However, there is potential for Al, particularly LLMs, to play a role in
this process. LLMs could be employed to model the likelihood of specific
events occurring based on structured modeling of historical data or
contextual information. Furthermore, they can assist in analyzing various
scenarios and estimating the potential impact of a risk on the business. This
approach to risk evaluation using Al could provide a more nuanced and
data-driven understanding of risks, enhancing the traditional methods of

risk assessment and evaluation.

2.3.3.4 Risk treatment

The concept of risk treatment is prominently featured in our study, echoing
the conclusions drawn in Section 2.1. Indeed, all solutions — whether
software, hardware, organizational, or human — aimed at protection are
essentially responses to identified or unidentified risks.

In this context, LLMs have the potential to offer customized risk
management strategies based on the information available and their specific
training. For instance, if an LLM is knowledgeable about best practice
frameworks, it could suggest appropriate measures to address the specific

risks identified for a client.

2.4 Discussion
This study, as an initial version, highlights the need for a more specific
taxonomy tailored to cyber risk management. For instance, in the

identification phase, a detailed description of potential consequences on Cls



due to cyberattacks, such as system failure risks, would enhance the
relevance of the analysis.

A notable limitation in the documents reviewed was the often unclear
distinction of the specific AI methods used. In many cases, we could only
ascertain the high-level domain of Al application, which does not provide
detailed insights into the actual methods employed for addressing these
risks.

Despite these limitations, our analysis demonstrates the applicability of
our methodology, which aims for a more holistic approach to cybersecurity
risk studies. This approach goes beyond “simple” detection and response to
threats; it systematically manages the entire spectrum of cybersecurity risks.
It encompasses the identification of potential risks, assessment of their
impact, development of mitigation strategies, and continuous monitoring
and adjustment of these strategies. This comprehensive approach ensures
effective and dynamic management of cybersecurity risks, adapting to
evolving threats and organizational needs.

Indeed, the current focus on specific techniques and tools, while
important, does not fully address the need for an overarching methodology
that integrates these elements into a cohesive risk management process. The
development of such a comprehensive framework would be a significant
contribution to the field, ensuring that cybersecurity measures are not only
reactive but also proactive in identifying and mitigating potential threats
before they materialize.

However, employing Al to address these issues is not a panacea, as this
technology brings its own set of challenges. The need for high-quality data,
the demand for explainability in AI, and ethical considerations are
significant hurdles. Moreover, LLMs still exhibit a degree of hallucinatory

behavior, which can be detrimental to our studies. Further research is



necessary for future LLMs to effectively follow complete scenarios or
methodologies. This highlights the importance of a balanced and cautious
approach in integrating Al into cyber risk management, ensuring that the

technology’s limitations are understood and addressed.

2.4.1 Potential analysis bias and limitations

Our study on cybersecurity in Cls, particularly regarding Al applications,
has inherent methodological biases that need consideration for accurate
interpretation. Key bias includes firstly a language bias, potentially missing
non-English research. A publication bias, where studies with positive results
are more frequently published. Additionally, the subjective nature of data
interpretation and the challenge of contextualizing findings within a rapidly
evolving field are significant. To address these biases, employing varied
sources and methodologies, and regularly updating our analysis to include
the latest research is also crucial for maintaining relevance and accuracy.
Our study on cybersecurity in Cls, with a focus on Al applications, faces
limitations in its scope and findings due to several factors. The reliance on
Web of Science and Scopus databases, while comprehensive, means we
might have overlooked relevant studies published in less-known sources.
Additionally, our methodology’s heavy dependence on specific keywords
could have limited the research scope, potentially missing significant
studies that use different terminologies or focus on less common aspects of
cybersecurity. Furthermore, the analysis excludes publications after April
2023, leaving out the most recent studies and developments in the field,
which could provide fresh insights or emerging trends in cybersecurity and

AT applications in Cls.



2.5 Conclusion and Perspectives

In this chapter, we undertook a detailed examination of the concept of
cybersecurity, demonstrating that it is a practice aimed at implementing
solutions to protect systems from potential hazards they may encounter. We
focused on the field of Cls to discern how research in this domain addresses
the use of Al in cybersecurity.

In our review, we scrutinized the various Al methods employed to
address different phases of the risk management process for underlying
cyber risks. This examination was guided by an understanding of
cybersecurity in Cls, where the stakes are exceptionally high, and the need
for robust and effective risk management strategies is paramount.

Our analysis highlighted that Al technologies are predominantly applied
in the risk treatment stage of cyber risk management and that the other
phases of the process are not yet tackled with these technologies (from RQ2
study). This includes the use of machine learning algorithms for intrusion
detection, neural networks for anomaly detection, and NLP for threat
intelligence. These Al-driven methods have shown effectiveness in
identifying potential cyber threats and understanding the paths of incidents,
thus contributing to a more informed risk analysis phase.

However, our review also revealed a gap in the application of Al in other
phases of the risk management process, particularly in the identification of
risks. While Al has made strides in enhancing the capabilities of
cybersecurity systems in terms of detection and response, its integration
into a holistic risk management framework is still in its nascent stages.

In addressing the initial question regarding the potential overemphasis of
Al in the tech market, our analysis reveals an interesting trend. New
technologies indeed promise significant advancements, but the portrayal of

Al in the market often leans toward marketing strategies. Vendors are



capitalizing on the widespread enthusiasm for a particular Al technique,
leveraging this interest to emphasize their use of AI in marketing their
products. However, behind this facade, many solutions rely on classical and
well-established machine learning (ML) techniques that have been around
for years.

Moreover, our findings emphasize that Al, as potent as it is, does not
operate in isolation. It achieves its best when integrated with other
technologies and methodologies, especially in the context of cybersecurity
for ClIs. This integration ensures that Al is not just a buzzword but a key
component of a comprehensive and effective cybersecurity solution. A
global approach, which is becoming increasingly popular, and which is part
of the overall vision that a risk approach can offer (RQ1).

This finding underscores the need for a more comprehensive approach to
Al application in cybersecurity, one that extends beyond detection and
analysis to encompass the entire spectrum of risk management activities.
Such an approach would not only improve the resilience and safety of Cls
but would also contribute to the development of more robust and adaptive
cybersecurity strategies that can anticipate, evaluate, and mitigate risks
more effectively. For this purpose, the use of new Al technologies has to be
studied.

Thus, this review is part of a broader effort to develop a cyber risk
management methodology specifically tailored for CIs sectors. It represents
an initial step toward creating customized frameworks designed to meet the
unique needs of these industries, as depicted in section 2.1. The aim of our
contribution is to support professionals that are responsible for managing
cybersecurity, enabling them to adapt to specific business context and
systems. This approach offers an input, complementing more generalized

frameworks like EBIOS (Expression des besoins et identification des



objectifs de sécurité) from French National Agency for Information
Systems Security or CSF (Cybersecurity Framework) from the NIST, which
are designed to address a wide range of business domains. A forthcoming
step in this project involves identifying typologies of risks posed by cyber
threats to ClIs, to refine our understanding and approach to managing these

risks in a targeted and effective manner.
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Abstract

A decentralized autonomous organization (DAOQO) is a type of enterprise that
operates on a decentralized structure where all members have equal
contribution, right, and decision-making in the organization. This organization
makes use of smart contracts, a software where the rules and policies of the
organization are embedded. They are susceptible to threats and fraudulent
activities which compromise their security. A flaw in the DAQO’s smart contract
could lead to exploitation by hackers. This research is aimed at developing a
fraud detection system using machine learning models and evaluating the

performance of the system using standard performance metrics. Machine
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learning algorithms were employed to detect frauds in the DAO platform built
under the Ethereum blockchain using a dataset of transactions, consisting of
fraudulent and non-fraudulent transactions. Algorithms employed were the
logistic regression, XGBoost, and random forest. These models were built and
trained, and hyper parameter tuning was carried out on them. The results
obtained from the evaluation metrics show that random forest and XGBoost
give better results when compared to logistic regression. Logistic regression
had accuracy and precision of 82.07% and 55.53%. Random forest had
accuracy and precision of 98.52% and 96.49%. For XGBoost, its accuracy and
precision are 98.12% are 93.33%. Other evaluation metrics were used in
carrying out analysis, showing the best performing models, the random forest
and the XGBoost. At the end of this research, a model for predicting threats in
DAO was developed for the ecosystem. The developed system could be utilized
in making predictions from past information like patterns of transactions and
other available features, to ascertain if the account is fraudulent or not, that
account can be terminated.

Keywords: Decentralized autonomous organization, logistic regression,

random forest, extreme gradient boosting, Ethereum.

3.1 Introduction

A decentralized autonomous organization (DAQO) is a form of bottom-up
enterprise having no central authority. It is organized, managed, and facilitated
by members or groups of members driven by goals of equal similarities.
Members of a DAO have tokens of the DAO, and can vote on initiatives for the
entity. Smart contracts are implemented for the DAO, and the code governing
the DAQ’s operations is publicly disclosed [1]. DAO appears to be one of the
most pertinent applications of Ethereum in the world of digital currencies,
blockchain, and crypto blockchain. As opposed to traditional organizations

whose management and governance are performed by central authorities like



the Board of Directors, DAOs’ governance is coordinated by computer
programs. This makes the organization accessible and transparent, making it
easy for all members to participate. DAOs also differ from traditional
organizations in the sense that the principals all have equal voting power on
projects in the firm and they all can partake in decision-making process based
of the number of tokens they each have. Unlike the traditional organizations
where only the board of directors is involved in the structuring and
modification of the system, DAOs governance is carried out by stakeholders
who all have their tokens in the system. DAOs make use of “Smart contracts”
which is a coded computer software containing the rules, regulations, and
policies of the organization. It is immutable and decisions done in it cannot be
changed unless there is a voting of equal number by members of that
community [2]. Maker- DAO is a major example of a DAO which is
progressing rapidly in the ecosystem. Other examples are pleasrDAO,
HerstoryDAO, and MetacartelDAO.

Decentralized autonomous organization (DAQO) began through a crowd-
funding campaign that was done as crypto tokens were sold to the general
public for members to acquire. An excess amount of these tokens was sold to
the large public making it one the largest crowd-funding in history, which led to
the launching of DAO on the 30th of April, 2016 on the Ethereum blockchain
with its source code being an open source. DAQO’s code was first published into
Github for other developers to work on and to modify. The establishment and
governance of these decentralized autonomous organizations is performed
based on regulations embedded in smart contract software executed alongside
the blockchain technology. With blockchain, the provision of a well-fortified
“peer-to-peer distributed trustless ledger of transaction” is made available,
making it differ from centralized ledgers in which both the maintenance of the
ledger and transaction processes is carried out by a centralized authority [3].
Smart contracts give members the privilege to vote based on the amount of
investment they have in the community. Therefore, both blockchain and smart



contracts serve as major foundations for a lot of DAOs in that it solely relies on
these applications for its day-to-day documentation and transaction of funds,
maintenance, and also activities performed [3].

While we have seen the upsides of this decentralized autonomous system,
there are also a few downsides as well as risks and threats that could wreak
havoc in this transparent organization. As much as the DAO system is a good-
proof-concept, it fails because of the vulnerabilities in its code. Due to its
transparency and open-source system; it has exposed DAO to cyberattacks.

Although we have seen the upsides of this decentralized autonomous system,
there are also a few downsides as well as risks and threats that could wreak
havoc in a transparent organization. This has led and exposed DAO to attacks
by hackers. When a smart contract has been deployed live on the Ethereum
blockchain by developers for a DAO, a bugged system can no longer be
changed, modified, or upgraded unless it undergoes severe and thorough
measures. A flaw in the DAQO’s smart contract led exploitation by hackers, who
are very hell-bent on taking advantage of the bugs present on DAOs and smart
contracts. The aim of this research is to proffer a solution through artificial
intelligence and machine learning that would help curb threats and illicit
behaviors that occur and affect the security and integrity of DAO. It aims to
solve the problem of little data used in previous work by retaining as much
features as possible in order to have a vast amount of data to train our models to
give accurate and better results. The objectives are to develop a fraud detection
system using machine learning models and evaluate the performance of this
system using standard performance metrics.

At the end of this research, a model for predicting threats in DAO was
developed for the ecosystem. The developed system could be utilized in making
predictions from past information like patterns of transactions carried out and
other available features, to ascertain if the account is a fraudulent account or

not, or if it is simply going to carry out malicious practice in the organization



and that account can be terminated before it imposes more malicious acts in the

system.

3.2 Related Works

Several traditional vulnerability tools such as static analysis, dynamic analysis
tools, and other machine learning algorithms as well have been used in the
detection vulnerabilities present in smart contracts. However, a lot of these
tools have their accuracy levels, some depending on the smart contracts it’s
used on and some of these researchers have limitations in their work.

In their research, the authors in [4] proposed ContractFuzzer, a special
fuzzing framework helpful for the detection of precisely seven (7)
vulnerabilities out of a total of 6991 vulnerabilities of smart contracts. The
infamous “TheDAQO” re-entrancy vulnerability was among the 459 smart
contract vulnerabilities that this detection tool in their experiment was able to
find. Further testing revealed that ContractFuzzer outperformed ONYENTE (a
security verification tool) not only by being able to identify more vulnerability
but also by having low false-positive rates. The tool’s limitations include a
review of how to reduce the number of false negatives it encounters by looking
for patterns left behind by the bugs that plague the smart contract. Additionally,
their suggested methodologies were unable to identify additional EVM
vulnerabilities in the blockchain.

In their research, the authors in [5] used supervised learning to identify fake
accounts on the Ethereum blockchain. Based on information from the
Etherscan.io website, one of the most well-known Ethereum blockchain
browsers, three classification methods — random forests, support vector
machines, and XGBoost - were compared to determine which accounts were
suspicious. With a recall of 84.92%, random forest outperformed the other three
classifiers. Sensitivity testing was done, and the results demonstrated that the
suggested models are not very sensitive to specific explanatory variables.



In their survey, the authors in [6] provided a number of analytical procedures
that have been used to verify the accuracy and lack of vulnerable patterns in
smart contracts. In their survey, the security analysis techniques were divided
into three categories — static, dynamic, and formal verification. They provide a
number of symbolic execution tools, including ONYENTE, MAIAN, ZEUS,
and GASPER, SECURIFY, MYTHRIL, and SMARTCHEK, to uncover flaws
in smart contracts’ code. They contrasted the three (3) in terms of detecting
vulnerabilities’ accuracy, effectiveness, and coverage. The static and dynamic
analysis techniques used automation and tools that are highly practical to utilize
and assess weak points in smart contracts. The limitation of these tools is that
they can only identify a limited set of vulnerabilities, whereas the formal
verification method makes use of theorem provers to verify the accuracy
properties of smart contracts by interpreting their interpreted proofs.

In their work, the authors in [7] tried to detect fraudulent accounts based on
their transaction history using the XGBoost classifier utilizing 2179 accounts
identified by the Ethereum community for their criminal activities together with
2502 regular accounts. In their experiment, XGBoost obtained an average
accuracy of 0.963 (0.006) and an average AUC of 0.994 (0.0 0.07) using 10-
fold cross-validation. And finally, they drew the conclusion that the
recommended approach is relatively effective at identifying unauthorized
accounts on the Ethereum network based on the results.

In their work, the authors in [8] illustrated how traditional machine learning-
based algorithms, such as one-class support vector machine and isolation forest,
are inefficient in recognizing anomalies in Ethereum transactions due to their
shortcomings in capturing the inter node or account relationship information in
the transactions. However, they proposed using a methodology for detecting
abnormalities in the Ethereum blockchain network that is based on one-class
graph neural networks. The suggested approach outperforms conventional non-
graph-based machine learning algorithms in terms of anomaly detection

accuracy, according to empirical evaluation. It has been demonstrated that the



framework can learn from and detect anomalies accurately with minimal
amounts of data. For their limitations, they are unable to solve the problem of
real-time identification of emerging aberrant behaviors in the Ethereum
network. Consequently, for the purpose of anomaly discovery in the future,
incremental, multi-stage graph embedding procedures can be examined in
addition to one-class approaches.

In their study, the authors in [9] used supervised machine learning- based
anomaly detection in the transactional behavior of the accounts to find
malicious nodes. They gather the features from the addresses’ transactions and
chose them, then train various machine learning models, such as random forest,
decision tree, XGBoost, and K-NN, for externally owned account (EOA) and
smart contract account analysis and they attained the maximum accuracy,
96.54% and 96.82%, respectively for both the EOA and the smart contract
account analysis. For future works, they hope to look into ways to lessen false
positives and false negatives.

In their paper, the authors in [10] proposed ways in discovering accounts in
the Ethereum blockchain that performs phishing scam. A technique called
graph-based cascade feature extraction was implemented and also LGBM-
based dual sampling ensemble classifiers were used to create the models used
for identification. The models were evaluated from different perspectives and
the outputs of the evaluation depict proper performance of the model. For
futuristic works, they aim to put into consideration other cybercrimes and also
develop a website for identifying scams relating to blockchain. This site would
provide services in form of an API that detects phishing.

The authors in [11], using three different machine learning algorithms
decision tree, random forest, and K-nearest neighbors — illicit accounts were
studied on the Ethereum blockchain and a fraud detection approach (KNNN) was
suggested. These methods were carried out on a dataset with 42 features,
downloaded from Kaggle.com. To build a new dataset with just six features, a

correlation coefficient was used to determine which features were the most



useful. The three algorithms used in their research significantly improve time
measurements, and the random forest approach also significantly improves the
F measure.

The authors in [12] developed a model for analyzing smart contract
vulnerabilities using machine learning. In this model, feature vectors were first
collected from an abstract syntax tree (AST), which is an abstract
representation of the source code syntax structure. After that, shared child
nodes from two ASTs were obtained. Finally, the feature vector was used to
train machine learning models and create a model that can identify the various
types of Solidity-written smart contract vulnerabilities in Ethereum with 90%
accuracy, recall, and precision. They assessed the accuracy of their work
against some tools, like Onyente and smartChek, and found that it was more
accurate. However, in order to make the model simple for experts to use, they
also require ASTs of the examined smart contracts in order to uncover
vulnerabilities without creating complex patterns or requiring executing them in
Ethereum. Another limitation of their research was that they could only identify
the types of vulnerabilities that a smart contract has; they were unable to
identify specific issues or pinpoint the line of code in the smart contract where
the vulnerability exists. The model could only identify smart contracts written
in Solidity, which was another drawback. Additionally, the insufficient amount
of fraudulent smart contracts employed in their research could have affected
how accurate their method was. Additionally, they don’t create a tool to identify
smart contracts using their approach.

The authors in [13] introduced ESCORT, the first deep learning-based
automated framework that supports simultaneous detection of several vulner-
ability classes and light weight transfer learning. They separated these two
subtasks — feature extraction of general smart contracts and each specific
vulnerability class — which they identified as two essential elements of vul-
nerability detection. According to empirical findings, ESCORT can swiftly

adapt to the new vulnerability data and obtains an average detection accuracy



of 95% in terms of fl -score across a variety of vulnerability classes. In 0.02
seconds, ESCORT provides a parallel identification of eight vulnerabilities.
Additionally, they developed a tool-chain called ContractScraper based on the
bytecode of smart contracts downloaded from the Ethereum blockchain and an
already-existing vulnerability identification tool for dataset generation and
labeling.

The authors in [14] suggested Dynamit as a framework for monitoring smart
contracts to find re-entrancy problems. Their solution doesn’t need unique
execution environments, code instrumentation, or domain expertise because it
depends on transaction meta-data from the blockchain. Dynamit employs
machine learning to classify transactions as harmful or malicious by extracting
attributes from transaction data. Along with discovering contracts that are
susceptible to re-entrancy assaults, Dynamit also obtained an execu- tion trail
that replicates the attack. Additionally, their model achieves greater than 90%
accuracy on 105 transactions using a random forest classifier, demonstrating the
viability of their approach. Their research has certain limitations, including the
need to identify new features to improve detection accuracy. They are also
looking into automatic test-case generation technolo- gies like vultron as they
seek to improve Dynamit. Finally, they take into account applying various sorts
of machine learning to the data to enhance the detector’s capabilities and to
examine more types of vulnerabilities.

The authors in [15] presented contractward, a technique for quickly and
accurately identifying six types of smart contract vulnerabilities based on
extracted static characteristics. They conducted comparative experiments using
three supervised ensemble classification algorithms XGBoost, ADABoost, and
random forest — along with two simple classification algorithms SVM and
KNN and two sampling methods SMOTEomek and SMOTE. They also used
two straightforward classification algorithms SVM and KNN, along with two
sampling techniques. And lastly, a model using SMOTEomek as the sampling
method and XGBoost as a multi-label classifier was chosen. A smart contract



may be detected by contractward in an average of 4 seconds, which is faster
than onyente and securify. It is suitable for rapid batch detection of
vulnerabilities in smart contracts. Because high- level languages like Solidity,
Serpent, and lisp like language (LLL) can all be turned into opcodes,
contractward is dependable with the predicted Micro-f1 and Macro-f1 above
96% and it can be used to find flaws in smart contracts written in these high-
level languages. A limitation is that contractward cannot be expanded to include
new exploitation attacks. Lastly, contractward cannot handle lengthy contracts.
This means that contractward cannot capture longterm dependency in the code
and is not scalable to long contracts. The smart contract source code is required
by contractward, and this method investigates smart contracts using opcodes.
Decompiling the source code and then turning it to opcodes makes this
possible. And as a result, information loss during decompilation is possible.

The authors in [16] proposed SCSGuard, a deep learning framework for
scam detection, takes advantage of smart contracts’ automatically extractable
bytecodes as one of its new features. They created a GRU network with
attention mechanisms to understand the Ngram bytecode patterns, and it
assesses whether or not a smart contract is genuine. By offering a consistent
response to many scam genres, SCSGuard eliminates the requirement for code
analysis expertise. Second, SCSGuard’s inference is several orders of
magnitude quicker than code analysis. Thirdly, experimental results show that
SCSGuard performs well in detecting new phishing smart contracts with good
accuracy (0.920.94), precision (0.940.96%), and recall (0.970.98) for both
Ponzi and Honeypot schemes in similar situations.

The authors in [17] sought to identify Ethereum fraud transactions through
the use of the LGBM technique. As part of their research, they also compared
the suggested strategy to other classifier models. The accuracy of eight (8)
machine learning techniques, such as logistic regression, the random forest
classifier, and the MLP classifier, was given primary attention. Following an
experiment, LGBM and XGBoost had the highest accuracy, outperforming



cutting-edge machine learning techniques. This method’s downside was that for
the LGBM to function successfully, the dataset needed to be incredibly vast.

The authors in [17] built a model based on the light gradient boosting
machine (LGBM) approach. Using the Euclidean distant structured estimation
approach, the improved LGBM model optimized the LGBM’s parameters.
Their study also assesses the performance of various well-known models with
limited features, including random forest (RF), multi-layer perceptron (MLP),
logistic regression, k-nearest neighbors (KNNs), XGBoost, support vector
classification (SVC), and ADAboost, and likens their performance metrics with
the suggested model for classifying fraudulent Ethereum activity. Comparative
performance evaluation matrices scores between the proposed model and other
widely used models showed the usefulness of the suggested strategy. When
contrasted with other models with the highest accuracies, the modified LGBM
algorithms and RF models perform the best, with the modified LGBM
algorithm marginally outperforming the RF model (99.17% vs. 98.26%).

The authors in [18] proposed the use of homogenous and heterogeneous
GNN models to detect accounts in the Ethereum network of trading that carries
out fraudulent acts of phishing fraud. However, more data will be needed to
conduct detection of phishing fraud in an already existing Ethereum blockchain
that carries out transaction. For futuristic improvements, they plan on carrying
out more evaluations on how the model performs and also enhance it utilizing
GNN model to integrate the information.

The authors in [19] proposed a message passing-based graph convolution
network, a phishing identification technique. A transaction network was first
created using data of transaction in Ethereum where information details the
nodes were extracted using the message passing. In addition, a graph
convolution network was utilized in classifying normal nodes and nodes that
perform phishing. The performance of their model was validated by a

comparison with the outputs derived from other recorded test data. Their



proposed method is said to outperform other conventional techniques which
have been proposed to detect phishing in the Ethereum network.

The authors in [20] proposed a genetic algorithm (GA), which is applied in
the exploration phase in order to solve a weakness in the Cuckoo search (CS)
technique. They carried out an in-depth experiment to assess the effectiveness
and performance of the suggested approaches in comparison to a number of
well-known methods, including k-nearest neighbors (KNN), logistic regression
(LR), multi-layer perceptron (MLP), XGBoost, light gradient boosting machine
(LGBM), random forest (RF), and support vector classification (SVC). While
deep learning with the suggested optimization method surpasses the RF model,
with slightly higher performance of 99.71% vs. 98.33%, the recommended
technique and SVC models outperform the rest of the models, with the highest
accuracy. The limitation in their work was that although the proposed model
yielded trustworthy results, it had one drawback: for LGBM to be successful,
the dataset must be excessively huge.

3.3 Methodology

Machine learning algorithms, as well as the Python programming language are
used to create the tools used in detecting threats that decentralized autonomous
organizations (DAOs) faced by evaluating the precedent threats on some
datasets of attributes, predicting the probability of the vulnerability being
exploited, and evaluating the prediction accuracy. The system flow chart was
created using the unified modeling language (UML), and is shown in Figure
3.1.
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Figure 3.1 System flowchart of DAO threat detection.

3.2.1 Data collection

In this study, the dataset was obtained from www.kaggle.com, a website that
serves as a community for data scientists and machine learning practitioners.
There are 9841 rows in this dataset, representing accounts, documented

scams, and legitimate Ethereum transactions. The dataset was downloaded in


http://www.kaggle.com/

CSV format, cleaned and uploaded on Jupyter notebook. A screenshot of the

cleaned dataset is shown in Figure 3.2.
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Figure 3.2 Cleaned dataset uploaded in Jupyter notebook.

Jupyter notebook was used because it offers an intuitive interactive data
science environment usable for presentations or educational purposes, and also
serves as an integrated development environment (IDE). Due in large part to its
versatility, Jupyter provides a means to work with Python inside of a virtual
“notebook,” and allows the combination of photos, programs, comments,

graphs, and other elements that concur with the data science method phase.

3.2.2 Data preprocessing
The dataset contains 9841 rows of known fraud and valid transactions made

over the Ethereum and the dataset is split into features and labels which would
be denoted as X and Y.

3.2.2.1 Class imbalance

It was observed that this particular dataset is imbalanced and this can hamper
the model accuracy in a major way. Class imbalance is a common problem in
machine learning because when the dataset is imbalanced; a high accuracy
would be obtained just by predicting the majority class but failing to capture the

minority class. Working with imbalanced datasets is a challenge since machine



learning methods frequently overlook them, which ultimately results in poor
performance in the minority class — a result that should, in theory, be the most
relevant one. Class imbalance can lead to biased models that are ineffective in
predicting minority class [21], thereby rendering the fraud detection process
ineffective. To solve this problem, two techniques are employed, namely
resampling technique and balancing with Imbalanced_Learn Python module.
Our trained model may be impacted by training the machine learning model on
unbalanced datasets; there is a chance that it may overfit the dominant class and

ignore all other minor classes with small numbers.

a. Resampling technique: This is used in dealing with the highly
unbalanced datasets. This involves eliminating samples from the
majority class (under sampling) or simply injecting more examples
from the minority class, i.e., oversampling. The minor drawbacks in
balancing classes despite its advantages are:

i. In the oversampling, reproducing random records from
the minority class can cause overfitting.

ii. In the under sampling, removing arbitrary records from
the majority class can lead to loss of information.

b. Balancing the data with Imbalanced_Leam Python module: SMOTE
(synthetic minority oversampling technique): This method generates
synthetic data for the minority class. It involves duplicating values in
the minority class instead of simply removing values in the dataset
that are in abundance. SMOTE was chosen over the resampling
technique in this research in order to avoid the mentioned drawbacks
of oversampling or undersampling in the use of the resampling
technique which could have led to overfitting or loss of information
from the dataset respectively. In order for it to function, instances
that are near to one another in the feature space are first selected at

random from the minority class. Next, k (usually k = 5) of the



closest neighbors from that example are located. Every k neighbor of
the chosen example is connected by a synthetic example that is
generated at a randomly determined position on the line. Because
fresh synthetic instances from the minority class are generated
relatively close to existing examples in feature space, this strategy is
effective Tackling the class imbalance of the dataset using SMOTE
would drastically improve the accuracy of our models in training.
The imbalance in our dataset may be easily fixed with SMOTE
thanks to Imbalanced-Learn, a Python tool that offers several

resampling methods, including SMOTE.

3.3.2.2 Feature scaling

Feature scaling technique is employed to scale homogeneously, the independent
features that are included in the data. This is carried out during the
preprocessing of the data, to handle greatly variable magnitudes, units, or
values. If feature scaling is not carried out, a machine learning algorithm tends
to give preference to larger values over smaller ones, irrespective of the units of
measurement. There are two important types of feature scaling in machine

learning which are:

i. Min-Max normalization: An observation or feature value having a
distribution value between 0 and 1 is rescaled using this method, as
shown in eqn (3.1).

Xnew _ Xz — mlIl(X) (31)

max(z) — min(X)

ii. Standardization: It is said to be an extremely efficient technique that
rescales the value of a feature so that its distribution has a mean of 0

and a variance of 1. This is shown in eqn (3.2).

Xi - Xmean (32)
Standard Deviation

Xnew —



Standardization is used for the feature scaling because of its level of efficiency
in data preprocessing, being applied to features of data or independent
variables. It standardizes the data within a particular range and also re-scales a
feature value so that it has distribution with 0 mean values and variance equals
1. It also helps in fast-tracking the calculations in an algorithm. This is shown

in eqn (3.3).

z- 2 H (33)

where x = score, p§ = mean, and a = standard deviation.

3.3.3 Data Modeling

Here, the available datasets are taken and machine learning algorithms are
applied to find insights on that dataset. Supervised learning approach is
employed. Supervised learning involves the use of labeled datasets to train
algorithms to classify data or predict outcomes accurately. It can be categorized

into two major problems, which are;

a. Classification problems: These machine learning algorithms are
utilized when an output variable has two classes for example, Yes-
No, Male-Female, True-False, etc.

b. Regression problems: If there is a correlation between the input and
output variables, these algorithms are applied. It is used to predict
continuous variables like market trends, weather, and so on.

Based on the dataset being worked on and for the purpose of this research, the
problem is classification problem. This type of learning requires the algorithm
to map the newly acquired data to either of the two classes already in the
datasets. The classes must be mapped to either one or zero, which corresponds
to yes or no in real life. A classification model attempts to deduce some

meaning from the observed values. A categorization model attempts to predict



the value of one or more outputs, given one or more inputs. A few of these
algorithms are:

i. Logical regression

ii. Random forest

iii. Naive—Bayes classifier

iv. Support vector machine (SVM)
v. Gradient-boosted tree

Three (3) classifiers are compared to see which one performs better. For the
anomaly detection, three (3) supervised learning algorithms are randomly

selected, concentrated on, namely:

e Random forest (RF),
e Logistic regression, and
e Extreme gradient boosting (XGBoost)

When making a categorical judgment, supervised learning methods like the
selected logistic regression, random forest, and XGBoost can be employed. It
implies that if a transaction takes place in DAO, the outcome will be flagged
either “fraud” or “non-fraud.” For instance, a combination of decision trees is
used by random forest to enhance the outcomes. Different conditions are
checked by each decision tree. Each decision tree provides the likelihood that a
transaction is “fraudulent” or “non-fraudulent,” based on the training of the
trees using random datasets. The model then makes the appropriate result
prediction. And as for techniques such as the XGBoost, it employs ensemble
techniques to enhance performance for techniques. To manage imbalanced class
distributions, existing classification models are modified using ensemble
approaches of the XGBoost. Multiple learners are trained to answer
categorization issues in ensemble learning. The main idea behind it is to blend



many inexperienced learners with enthusiastic learners in order to improve the

classifier’s performance.

a. Logistic regression: This type of supervised learning model is
famous among other machine learning algorithms. In a categorical
dependent variable, the output is forecasted through logistic
regression. Because of this, the result must be a categorical or
discrete value. Instead of providing the exact values of 0 and 1, it
provides the probabilistic values that fall between 0 and 1. In other
words, it can be Yes or No, true or false, 0 or 1, etc. The logistic
regression is shown in eqn (3.4).

log [Tyy] = by + bymy + by + bsws + -+ + bz, Y

In classifying observations using several data sources, logistic
regression can be employed to quickly identify the factors that will

be effective. The logistic function is displayed in Figure 3.3.
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Figure 3.3 Diagram of logistic function (sigmoid
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b. Random forest (RF): This is a common machine learning algorithm
that is a part of the supervised learning method. It can be applied to
machine learning problems involving both regression and
classification. Random forest is preferred sometimes based on the
fact that, when compared to other machine learning models, it
requires less training time. Even with the enormous dataset, it
operates efficiently and predicts the outcome with a high degree of
accuracy, and when a significant amount of data is absent, accuracy
can still be retained. However, while random forest can be utilized
for both classification and regression problems, it is not better suited

for applications requiring regression. This is illustrated in Figure 3.4.

Random Forest Simplified

Instance
Random Forest ,f’ ';‘ ‘k
r 7 T

,//0\\'\\:;‘- / K\:‘)\:
Q/d\/;:. ,c\?\‘;):\ gﬂh ) .f' Pa b O/‘{q -
60000060 dodd dddO oboodo‘do

Tree-1 Tree-2 Tree-n

Class-A Class-B Class-B

l [ Majority-Voting |
Final-Class

Figure 3.4 Diagram of a random forest.

c. Extreme gradient boosting (XGBoost): This is a distributed,
scalable gradient-boosted decision tree (GBDT) machine learning
framework. It is the leading machine learning library for
classification, regression, and ranking issues, and it offers parallel

tree boosting. It is comparable to random forest. By consecutively



building decision trees, XGBoost aims to learn from incorrectly
classified observations by giving them more weight in the following
trees. A schematic representation of the XGBoost is shown in Figure

3.5. The three (3) classifiers were imported into the workspace using
sci-kit learn function. This is shown in Figure 3.6.
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Figure 3.5 Schematic representation of the extreme
gradient boosting algorithm.

Building machine learning model

trying out 3 different models

1. Logistic Regression
2. Random Forest
3. XGBoost

#Lmporting models
from sklearn.linear_model import LogisticRegression

from sklearn.ensemble import RandomForestClassifier
from xgboost import XGBClassifier

Figure 3.6 Importing classifiers into Jupyter notebook.



3.3.3.1 Training data and fitting the model/algorithm

Splitting the dataset into training and testing, the datasets are divided into parts
of ratio 4:1 in which 80% are used for training and 20% for testing. The
training data are then fitted into the trained model and evaluation is carried out
to see what the model has learned on test data which it has never seen before.

3.3.4 Improving the models (hyperparameter tuning)

Optimizing a model’s performance by selecting the finest mix of
hyperparameters is known as hyperparameter tuning (or hyperparameter
optimization). Multiple trials are conducted within a single training phase to
make it work. Each trial involves the full execution of the training application
with the values of the carefully chosen hyperparameters set within the
designated boundaries. A grid of probable hyperparameter values was
constructed for the random search approach. Each repetition tries a different
arbitrary combination of these hyperparameters, assesses the results, and
returns the set of hyperparameters that produced the best results.

i. RandomizedCVSearch: Further optimization with Randomized-
CVSearch is carried out on the models to give better accuracy with
the help of hyperparameter tuning. A grid of potential
hyperparameter values for the random search approach was
constructed. This optimization controls several aspects of the model
such as overfitting and underfitting of data. Therefore, different
numbers of n_estimators and randomized hyperparameters were

applied.

3.3.5 Evaluating the models

This defines the success of the system and how well machine learning can
predict the future. Here, the models are evaluated using the validated dataset.
With the model trained, it needs to be tested to see how well the machine

learning classifiers has done learning on the training data. Classification report,



confusion matrix, accuracy score and others are performed on the test data to
give a report of accuracies. Real-world data is inherently unbalanced, as seen in
our dataset on fraud detection in DAO. Hence, other measures like recall and
precision need to be taken into account, to obtain a complete view of the model

evaluation.

a. Confusion matrix: This matrix is used for evaluating the
performance of the classification models for a certain set of test data.
Only after the true values of the test data are known can it be
determined. It is useful in assessing how well classification models
perform when they make predictions based on test data and indicates
how effective the classification algorithm is and also various model
parameters can be computed, such as accuracy, precision, etc., using
the confusion matrix. Precision and recall evaluation metric become
more important when the classes are imbalanced. An image of the

confusion matrix is shown in Figure 3.7.

Positive (1) Negative (0)

Positive (1) TP FP

Negative (0) FN TN

Predicted Values

Figure 3.7 Image of a confusion matrix.

i. Accuracy: Accuracy is obtained by dividing the total

number of forecasts by the proportion of true predictions.



This echoes how frequently the classifier predicts
correctly. The accuracy is usually in decimal form and a
1.0 denotes a perfect accuracy. It is a very useful measure
if classes are all balanced, as shown in eqn (3.5).

True positive (TP)+ True negactive (TN)
True positive (TP)+ True negative (TN)

+ False positive (FP) + False negative (FN)
ii. Precision: Precision shows how many of the situations

Accuracy = (3.5)

that were predicted with accuracy ended up being
positive. Precision is helpful when false positives are
more challenging than false negatives. A model that does
not produce any false positives (FN) would have a
precision of 1.0. The formula for precision is shown in
eqn (3.6).

(3.6)
True positive (TP)
True positive (TP) + False positive(FP) °

Precision =

iii. Recall: This defines how many of the actual positive
cases our model was able to properly predict. When false
negative is more significant than false positive, it is a
valuable metric. Therefore, a model that does not output
any false negatives has a recall of 1.0. The formula for

calculating recall is shown in eqn (3.7).

3.7)
True positive (TP)

Recall = — -
True positive (TP) + False negative(FN)

iv. f1-score: It offers a synthesis of the precision and recall

measurements. When precision and recall are equal, fl-



score reaches its optimum The harmonic mean of recall
and precision is the fl-score. Perfect model has a f1-score
of 1.0. The formula for calculating the f1-score is shown

in eqn (3.8).

precision X recall (3.8)

f1 =2 x — .
precision + recall

. AUC-ROC: A probability curve called the receiver
operator characteristic (ROC) separates the “signal” from
the “noise” by plotting the TPR (true positive rate) vs. the
FPR (false positive rate) at different threshold values. A
classifier’s capacity to distinguish between classes is
measured by the area under the curve (AUC). The X and
Y axes, as well as the area of the curve ABDE can be
easily identified from the graph. AUC does a better job at
telling you how well your model is at choosing between
classes. A perfect model has an AUC score of 1.0. Figure
3.8 shows that the higher the AUC, the better the
performance of the model at various threshold points

between positive and negative classifications.



True Positive Rate

False Positive Rate
Figure 3.8 Image of an AUC-ROC curve.

vi. Log loss: How well the projected probability matches

Vii.

the actual label is indicated by log loss. Log loss ranges
from O to infinity. A better model is one with a lower log
loss. The formula for finding the log_loss is shown in eqn
(3.9).

loglossy_1) = ylog(p) + (1 —y)log(1 —p) (3.9

Mathew correlation coefficient: The phi coefficient is
another name for the Matthews correlation coefficient. It
serves as a bench mark for binary and multi-class
classification quality in machine learning. It considers the
true positive and the false positive, and also the true
negative and false negatives as well, and it is typically
seen as a measurement that is applicable even when the
classes have significantly varied sizes. A correlation

coefficient value between — 1 and +1 is essentially what



the Matthews correlation coefficient is. A coefficient of 1
indicates an accurate prediction; a coefficient of 0
indicates an average random prediction while a
coefficient of — 1 indicates an inverse prediction. The
formula for calculating this is shown in eqn (3.10).

(3.10)

(TP*TN — FP*FN)
MCC =

v/ (TP + FP)(TP + FN)(TN + FP)(TN + FN)

b. Classification report: Sklearn has a built-in function known as
classification-report() which explains everything about the
classification. This is the summary of the quality of classification
made by the constructed machine learning algorithms. It generally
consists of (N + 3) rows and 5 columns. The name of the class label
appears in the first column, and is followed by precision, recall, fl-
score, and support. N rows are for the number of class labels, while
the remaining three rows are for accuracy, the macro-average, and
the weighted-average.

c. Cross-validation: Cross-validation is a method used in evaluating
the performance of machine learning models by dividing the
available data into two parts: training and validation. The idea is to
train the model on the training data and then assess its performance
on the validation data. cross_val score is a function in the scikit-
learn library that implements this technique in a convenient manner.
The function performs k-fold cross-validation, where k is a specified
number of folds (the default being 5). During the process, the data is
split into k subsets and the model is trained on k —1 subsets and
evaluated on the remaining subset. This process is repeated k times,
with each subset serving as the validation set once. The result of

using cross_val_score is an array of k scores, one for each fold,



which represent the performance of the model on iterations of cross-
validation. These scores can then be aggregated to give an overall
understanding of the model’s performance.

3.3.6 Model deployment
It is important to save the trained model into a file so it can be restored, loaded,
and used in the future to test new data. There are several ways of saving the

model after training, which are;

i. With Joblib module
ii. With Python’s pickle module

For this research work, Python’s Pickle module is used.
3.4 Results and Discussions

3.4.1 Results

3.3.1.1 Fitting and evaluating selected models

The training data were fitted into all three (3) classifiers accordingly and their
score accuracy were also evaluated when used on the test data and compared
among themselves. It was observed that logistic regression, random forest, and
XGBoost all came out with an accuracy score of 75.46%, 98.22%, and 97.11%
(in two decimal places). Figure 3.9 gives a snippet of these evaluated score
accuracies on fitted training data on each model and shows the comparison of
the three (3) models.



Out[48]: {'Logistic Regression': ©.7546978161503302,
'Random Forest': ©.9822244794311833,
'xgboost’: ©.9718512950736414}

In [4%9]: model compare = pd.DataFrame(model scores, index=["accuracy"])
model_compare.plot(kind="bar", figsize=(19,4), color=['blue’, 'green’', "orange"]);
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08 agboost
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Figure 3.9 Score accuracy on the three (3) models and comparison
with a bar chart.

3.4.1.2 Improving the models by hyperparameter tuning

To further improve the scores of the three (3) models, RandomizedSearchCV
was used in carrying out hyperparameter tuning on all models (i.e., logistic
regression, random forest, and XGBoost) and their scores were compared. It
was observed that logistic regression, random forest, and XGBoost each came
out with an improved accuracy score of 82.07%, 98.52%, and 99.87%
respectively (in two decimal places). Figure 3.10 gives a snippet of the tuned
accuracy scores on each model and also shows the comparison of the three (3)

models after hyperparameter tuning.



out[61]: {'Logistic Regression': @.8287211782630777,
‘Random Forest': @.9852717115286947,
'wxgboost’: ©.9987485457919851}

In [62]: rs_model_compare = pd.DataFrame(rs_model_scores, index=["ACCURACY"])
rs_model compare.plot(kind="bar", figsize=(1@,4), color=['blue’, ‘green’', "orangs"]);
# rs_model_compare.T.plot.bar();
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Figure 3.10 Accuracy scores on the tuned models and comparison
with a bar chart.

3.4.1.3 Making predictions with the tuned models

After tuning with RandomizedSearchCV, the tuned models were each used to
carry out predictions on the test data and their accuracy scores on the prediction
on the test data was compared on a bar chart, as shown in Figure 3.11. On
further evaluation of the model, an ROC_AUYV curve was plotted using scikit
learn’s seaborn. Figure 3.12 is a chart of the ROC_AUC curve comparing the
three (3) models.
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Figure 3.11 Accuracy comparison of the three models after
prediction on the test data.
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Figure 3.12 ROC_AUC curve on the predictions.



3.4.1.4 Model evaluation

A. Confusion matrix: In addition to the other evaluation metrics, a
confusion matrix display (gives a heatmap of the trained model) and
a classification report was imported from Sci-kit learn function to

give a heat map and a report on the test set prediction. These are
shown in Figures 3.13, 3.14, and 3.15.
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Figure 3.13 Confusion matrix for logistic regression.
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Figure 3.14 Confusion matrix for random forest.
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Figure 3.15 Confusion matrix for XGBoost.
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B. Classification report: Also, a classification report containing an
explicit information of the various metrics of the trained model
given in a matrix format was imported into the work space and
implemented on each classifiers as seen in Figures 3.16, 3.17, and
3.18.

from sklearn.metrics import classification_report
print(classification_report(y_test, y preds_1r))

precision recall fl-score  support

a .97 e.80 .87 1542

i @.55 ©e.9%a a.69 427

accuracy 8.82 1962
macro avg 8.76 ©.85 8.78 1969
weighted avg 9.88 @.82 .83 1969

Figure 3.16 Classification for logistic regression.

: from sklearn.metrics import classification_report
print(classification report(y test, y preds rf))

precision recall fl-score support

8.99 8.99 @.99 1542

1 @.96 2.87 @.97 427

accuracy 2.99 1569
macro avg 8.98 B.98 8.98 1569
weighted avg 2.99 2.99 @.99 1969

Figure 3.17 Classification report for random forest.

i from sklearn.metrics import classification_report
print{classification_report(y_test, y preds_xgb))

precision recall fl-score support

@ 1.00 9.98 .99 1542

1 8.93 8.98 @.96 427

accuracy @.98 1569
macro avg 8.96 2.938 8.97 1969
weighted avg 9.98 8.98 8.98 1969

Figure 3.18 Classification report for XGBoost.



C. Accuracy, precision, recall, and fl-score evaluation metric: For

better evaluations, some evaluation metrics like the accuracy,

precision, fl and recall score as well as ROC, log loss, and

Mathew_corrcoef were imported into the work space from sci-kit

learn to give more information on the model’s accuracy. This is

shown in Figure 3.19. Table 3.1 give tabular representation of the

top four (4) various evaluation metrics used in evaluating the models

that the data has been trained on. Other evaluation metrics like
log_loss, AUC and ROC, specificity, and Mathew correlation
coefficient are shown in Table 3.2.
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Figure 3.19 Model comparison on their accuracy, fl, recall

and precision score.



Table 3.1 Results of the four (4) major evaluation metrics on the
three (3) models.

Accuracy Precision Recall f1

Logistic regression ~ 82.07% 55.53% 89.92% 68.51%
Random forest 98.52% 96.49% 96.72% 96.60%
XGBoost 98.12% 93.33% 98.53% 95.78%

Table 3.2 The evaluation metrics of each cl

0 xgboost 0.981209 0.933333 0.983607 0.980545
1 LogressionRegression 0.820721 0.553314 0.899297 0.798962
2 RandomForest 0.985272 0.964953 0.967213 0.990272

»

D. Feature importance: Feature importance is employed to determine
the various features in the dataset which majorly contributed the
outcome of each of our model. Observing how logistic regression
evaluation metrics has been giving rather low scores on every
evaluation metric, this model was dropped and feature importance
was done on just the random forest classifier and the XGBoost due
to their better performance based on their evaluation metrics scores.
Figures 3.20 and 3.21 depict the feature importance chart of the two

classifiers.
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Figure 3.20 Feature importance on random forest.
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Figure 3.21 Feature importance on XGBoost.

3.4.2 Discussions

There are a lot of threats and fraud that occurs on decentralized autonomous
organizations built on Ethereum blockchain all over the world and with its
increase, there is a massive demand for systems and new approaches that can
improve the analysis of threats detection and better protect customers and
member funds with provision of safe transaction as well. The development of a
fraud detection system using logistic regression, random forest, and XGBoost
has been carried out in this work. The created system combines past transaction
records on Ethereum and models them with the aid of feature scaling methods
like standardization and machine learning models like the random forest
classifier to make predictions on frauds. This approach was implemented in

Jupyter notebook with the help of packages from miniconda and performance



of the models are evaluated using the accuracy_score, precision_score,
recall_score, and fl-score metrics from sci-kit learn function. The three (3)
models are then compared together after carrying out hyperparameter tuning on
them and the results gotten from score of the evaluation metrics show that
random forest and XGBoost give better results when compared to logistic
regression. Logistic regression had an accuracy, precision, recall, and fl-score
of 82.07%, 55.53%, 89.92%, and 68.51% respectively. Random forest had its
accuracy, precision, recall, and fl-score as 98.52%, 96.49%, 96.72%, and
96.60% respectively. Lastly, XGBoost, had its accuracy, precision, recall, and
fl-score as 98.12%, 93.33%, 98.53%, and 95.78% respectively. The best
performing models which were the random forest and the XGBoost were then
saved using Python’s pickle module. For each of the best trained model, the
five (5) most important features which contributed to the accuracy of the

models are summarized in Table 3.3.

Table 3.3 Five (5) most important features for each model.

Random forest XGBoost

* the ERC20 most sent token type * the ERC20 most sent token type

* ERC20 uniq rec token name « ERC20 uniq rec addr

» Total ERC20 tokens » Time diff between first and last
(Mins)

* Time diff between first and last » Total ether received

(Mins)

« ERC20 most_rec_token_type. « ERC20 most_rec_token_type

3.5 Conclusion

Machine learning algorithms were proposed to detect threats and frauds in the
decentralized autonomous organization (DAO) platform built under the
Ethereum blockchain using a dataset of transactions carried out on the
Ethereum blockchain. This dataset contains both fraud and non-fraudulent

transactions. Algorithms used were the logistic regression, random forest, and



the XGBoost. After these models were built and trained, hyperparameter tuning
was carried out on them and the results obtained from the scores of the
evaluation metrics showed that random forest and XGBoost give better results
than logistic regressions. Other evaluation metrics were used in carrying out
analysis and they include the confusion matrix, ROC curve, classification
report, log_loss, and Mathew correlation coefficient. Cross- validation analysis
was also carried out to give comparable scores on the results. All these still
show the best performing models as the random forest and the XGBoost.

With the knowledge of the trained random forest model and the extra
gradient boost model (XGBoost) giving the best accuracies, we recommend a
means of integrating these two (2) best performing models into a system so that
can both work hand in proffering solution and curbing the events and
occurrences of frauds and threats in the decentralized autonomous organization.
In a situation where there is a suspicious transaction or a registered account on
a blockchain that conducts fraudulent actions in DAO ecosystem and in the
Ethereum blockchain system, the developed system can be utilized in making
predictions from past information and other available features, to ascertain if
the account is a fraudulent account or not, if there is threat of malicious practice
in the organization and that account can be terminated before it imposes more
malicious acts in the system.

In conclusion, the major contribution of this research is the development and
introduction of trained models for the sole purpose of anticipating
vulnerabilities in DAQO. The trained model can be used to predict, based on
historical data such as patterns of completed transactions and other available
features, whether an account is fraudulent or not, or if it is simply going to
carry out malicious practices within the organization. Also, if there is a
suspicious transaction or a registered account on a blockchain that conducts
fraudulent actions in the DAO ecosystem and in the Ethereum blockchain
system, the account can be terminated before it imposes more malicious acts in

the system. For future research purposes and with the knowledge of the trained



random forest model and the XGBoost model giving the best accuracies and
also with the anticipation of a larger dataset the models can be well trained on,
a means of integrating these two (2)1 best performing models into a system
could be further researched and worked upon so that both can work hand in
hand in proffering solution and curbing the events and occurrences of frauds

and threats in the decentralized autonomous organization.
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Abstract

Identifying COVID-19 infected individuals who are at an elevated risk of
death may have a great interest for the front-line health professionals to
ensure resilience in healthcare industry and empower threat management in
healthcare systems. However, COVID-19 collected datasets are often
imbalanced, with a significantly lower proportion of deaths, making it more
difficult to build a high performing machine learning model. The present
work intends to create an accurate machine learning classifier for predicting

COVID-19 severity based on an epidemiological dataset of patients from
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Mexico using different approaches of balancing data, namely SMOTE,
ADASYN, and RUS as well as various machine learning models: Gradient
naive Bayes, logistic regression, decision tree, random forest, and K-nearest
neighbors. The outcome of this analysis demonstrates that logistic
regression applied to balanced data with RUS approach (LR-RUS) achieved
the best results with 87.54% accuracy and 88.63% ROC_AUC.

Keywords: COVID-19, epidemiology, machine learning, threat
management, imbalanced dataset, RUS, SMOTE, ADASYN.

4.1 Introduction

The novel coronavirus (COVID-19) infection has recently become a world-
wide pandemic, and all countries across the world are striving to curb it
effectively [1]. This illness presents a range of symptoms encompassing
sore throats, coughs, headaches, fever, and respiratory problems, which, can
sometimes result in fatality [2, 3]. Furthermore, numerous risk factors
contribute to the severity of this ailment. Advanced age stands out as the
most frequently cited risk factor, while male gender serves as a
demographic factor influencing COVID-19 fatality. Additionally, prevalent
prior health conditions including diabetes, hypertension, as well as coronary
heart disease are commonly associated with increased risk [4].
Nevertheless, these factors exhibit variations across different countries.
Previous research delved into disparities in case mortality rates across 93
countries, considering population risk factors like advanced age,
comorbidities, and social factors such as poverty and overcrowding.
Interestingly, countries with higher levels of social overcrowding and lower
socioeconomic development demonstrated lower mortality rates [5].
Another study focused on the COVID-19 status among lower middle-

income nations in the eastern Mediterranean part, revealing that Egypt,



Tunisia, Sudan, and Djibouti exhibited the utmost case fatality rates
compared to their regional counterparts. This discrepancy could be ascribed
to the coexisting illnesses in Egypt, the relatively aged population in
Tunisia compared to other nations in the region, and the inefficacy of
medical care in Sudan and Djibouti [6].

Given the shortage of medical supplies like ventilators and hospital beds,
healthcare professionals find themselves grappling with challenging
decisions on resource allocation among patients, often entailing ethical
considerations [7, 8 and 9]. Taking advantage of powerful artificial
intelligence algorithms, healthcare systems can analyze huge datasets to
predict COVID-19 severity. These insights enable clinicians to allocate
resources efficiently and implement targeted interventions for high-risk
patients along with providing personalized treatments for the most
vulnerable patients. Al-driven threat management acts as a proactive tool,
assisting healthcare industries in anticipating and mitigating virus-related
challenges. The integration of predictive modeling and Al-driven threat
management not only optimize patient care but also strengthens the overall
resilience of healthcare industries to face the dynamic and the complexity of
this pandemic. Particularly, machine learning models play a crucial role in
minimizing uncertainty and ambiguity, providing evidence-based
techniques for risk analysis and prediction. They encourage accurate
medical threat management and aim to enhance patient outcomes and boost
the resilience of healthcare industries.

In the current investigation, we suggest a data-driven machine learning
predictive technique for predicting the fatality risk among COVID-19
hospitalized individuals. The suggested approach can support medical
industries to optimize the allocation of resources and prioritize patients for

hospitalization, as well as avoiding delays in delivering necessary care,



especially when the system is overloaded with patients. Thereby, it may
boost the resilience of healthcare industries and empower the Al-driven
threat management to tackle this health crisis. Because of the prevalent
imbalance within COVID-19 data, where the number of deaths is
significantly lower, the development of a high-performing machine learning
model becomes more arduous. The scarcity of studies addressing this
specific issue further accentuates the challenge. For this reason, our
research aims to develop an accurate machine learning classifier that
predicts COVID-19 fatality using different approaches for balancing data to
achieve better results and make meticulous predictions of fatality among
hospitalized infected patients.

The remainder of this research is structured in the following manner:
Section 4.2 exhibits the related work; Section 4.3 deals with the background
of this investigation; Section 4.4 illustrates the data and methods utilized in
this work; Section 4.5 explains the results of this study; Section 4.6 presents

the discussion; and Section 4.7 sums up this work with a conclusion.

4.2 Related Work

Due to the scarcity of medical supplies in contrast to the rapidly increasing
number of COVID-19 instances. Predicting COVID-19 mortality plays a
pivotal role to ensure resilience in healthcare industry, optimize the
allocation of medical resources, and provide a personalized treatment to
hospitalized patients. Accordingly, several machine learning models have
been employed to predict COVID-19 risk of mortality. Iwendi et al. [10]
built several machine learning classifiers for predicting COVID-19
mortality utilizing Mexican and Brazilian datasets. For Mexico dataset, the
best result was obtained by logistic regression, which attained 0.92272
accuracy, 0.62169 precision, 0.46516 recall, and 0.53215 F 1 -score.

However, for Brazil dataset, decision tree surpassed the other classifiers



with 0.69158 accuracy, 0.74276 precision, 0.38502 recall, and 0.50715 F1-
score. Wollenstein-Betech et al. [11] used XGBoost, logistic regression,
support vector machine, and random forest for predicting COVID-19
mortality in two scenarios: one before and another one after visiting a
healthcare center. The first scenario addresses situations in which only the
basic features of an infected individual are known. The classification
yielded an accuracy of 73% and an AUC of 69%. In the second scenario,
details about the hospitalization such as the patient’s ventilator, pneumonia,
and ICU are taken into account. In this case, the classification’s
performance attained 76% accuracy, and 74% AUC. Additionally,
Bolourani et al. [12] created machine learning classifiers that predict
breathing difficulties in COVID-19 infected individuals within 48 hours of
admission. Three models were assessed: logistic regression, XGBoost, and
XGBoost combined with SMOTEENN (XGBoost+tSMOTEENN).
Consequently, XGBoost classifier attained the best outcome with 0.919
mean accuracy and 0.77 AUC.

On the other hand, other studies have been applied to address the issue of
imbalanced datasets for COVID-19 detection. For instance,
Mohammedqasem et al. [13] developed a deep learning optimization
approach capable of handling imbalanced data to enhance the classification
of infected individuals. They balanced the data using synthetic minority
over-sampling technique and they identified the most important features
through recursive feature elimination method. Experimental prediction
results showed that the model and data were compatible and stable, with
98% maximum accuracy and 97% precision. In another study, Wu et al.
[14] proposed a new composite dynamic ensemble selection (DES)
technique to identify COVID-19 from whole blood counts in imbalanced
data. This approach merges improved DES and data preprocessing. The



combination of synthetic minority oversampling technique with edited
nearest neighbor (SMOTE-ENN) were used for balancing the dataset and
eliminating the noise. Then, to increase DES performance, a new hybrid
multiple clustering and bagging classifier generation (HMCBCG) algorithm
was presented to enhance the variety and the local regional capacity of
potential classifiers. The best results for COVID-19 detection were obtained
by HMCBCG + k-nearest oracles eliminate, with an accuracy of 99.81%, an
F1 -score of 99.86%, a G-mean of 99.78%, and an AUC of 99.81%.
Moreover, Allame et al. [15] suggested a model combining the predictions
of three popular diversified classifiers with various first-level learning
characteristics and architectures: logistic regression, random forest, and
additional trees. The algorithm employed extreme gradient boosting
(XGBoost) classifier in the second stage. The suggested methodology uses
isolation forest (iForest) for eliminating aberrant data, a synthetic minority
oversampling technique (SMOTE) for balancing data distribution, and the
KNNImputer algorithm for handling missing values for data preparation.
Furthermore, feature importance is presented utilizing SHapley Additive
exPlanations (SHAP) approach to assure model understanding. The
ensemble model performed outstandingly well with 99.88% overall
accuracy, 99.38% AUC, 98.72% sensitivity, and 99.99% specificity.

4.3 Background

4.3.1 Oversampling and undersampling techniques

Recently, there has been a lot of attention to imbalanced class. Many
scholars believe that this is a difficult problem requiring further
investigation to be solved [16]. Prior to using a dataset for developing a
model, sampling is a preprocessing procedure aimed at correcting the

imbalance of a given dataset by adding or removing samples (modules)



[17]. Oversampling and undersampling are two methods for correcting the
imbalance among majority and minority instances and may be incorporated
into general model [18]. Undersampling methods take away some of the
majority instances, whereas oversampling techniques produce more

minority samples found on the available instances [19].

4.3.1.1 Oversampling techniques

An oversampling method is employed to add new instances to the minority
class for balancing the dataset [20]. These techniques may be classified into
random and synthetic oversampling. The random oversampling approach
repeats available minority instances to expand the minority class. The
synthetic oversampling method creates synthetic observations for minority
class instances. These novel observations provide valuable information to

the minority class and prevent misclassification [21].

e SMOTE technique A smart approach of oversampling is to
synthetically generate new observations of the minority group.
The SMOTE approach has proven to be very successful in
various application areas [22]. SMOTE was proposed to extend
the range of minority classes by generating synthetic instances in
the feature space [23]. This can be achieved by determining each
minority observation’s nearest neighbors and randomly picking
one of them to generate a new synthetic observation. The novel
observation is a randomly chosen set of the attributes of its
closest neighbors [24]. The method can be described as follows
[20]:

1. Upload the data.
2. Set K to the desired neighbors’ number.

3. For instance in the dataset:



a. Compute the distance separating the query
instance and the present instance from the
dataset.

b. Add the instance’s distance and index to a
sorted list.

4. Order the sorted list of indices and distances in

increasing order by the distances.

5. Select the first K elements from the ordered list.

6. Take the labels for the chosen K elements.

7. In case of regression, give the K labels’ mean.

8. In case of classification, give the K label’s mode.

e ADASYN technique

ADASYN is another key oversampling method that efficiently
enhances learning concerning sample distributions [25]. In the
process of creating synthetic samples, it is not necessary to
analyze all sub-samples because there may be compatibility
problems [21]. ADASYN uses a smaller sample size distribution
minority sample. It allocates weight to the minority instance
according to its importance. Instances that are not easily
classified received greater weight than the other instances.
Additional observations are created for a higher weight instance.
The algorithm can be described as follows [26]:

1. Start by a dataset D that comprises N instances.

2. Determine the class distribution of the dataset D.

3. Determine the count of minority observations E and

the count of majority observations for every minority

class.



4. Generate a novel dataset D’ through taking M
instances from the majority group and E instances
from the minority group at random.

5. For every observation in the minority class, choose
arbitrary a majority class instance and perform
synthetic oversampling

6. Continue with procedures 4 and 5 till every class has
equal number of observations. Then give D’ the novel

dataset as the algorithm’s output.

4.3.1.2 Undersampling approaches

Undersampling is a technique for balancing heterogeneous datasets by
maintaining all the observations of the minority group and decreasing the
number of instances in the majority group [27]. In this way, undersampling
with an unbalanced dataset can be considered as a prototype selection
method aimed to balance the dataset to achieve high classification rates and
avoid bias toward examples of a large number of classes [28]. This method
is useful when the data are enough for thorough investigation [29].

The for random functions as follows [33]:

1. Start by randomly selecting a set of data from the majority class
(The class that has the most data points is known as the majority
class).

2. Eliminate data points from the minority class to restore balance
to the dataset.

3. Perform again steps 1 and 2 until the minority and the majority
classes are balanced.

4. Instruct the model on the balanced dataset and assess the model’s

performance.



4.4 Machine Models

4.4.1 K-nearest neighbors algorithm

K-nearest neighbors (KNN) is a straightforward and successful machine
learning model that is suitable for problems involving regression and
classification as well. The fundamental concept of this theory is very easy.
Basically, it determines the distance separating a new instance and each
observation in the train dataset. All types of distance can be employed,
including Hamming distances, Manhattan, and Euclidean distances. The K-
nearest observations are subsequently selected, with K being an integer.
Lastly, the instance is assigned to the class comprising the major part of the

K instances.

4.4.2 Decision tree

Decision tree technique is data mining method commonly used to build
classification systems based on multiple covariates or to develop predictive
algorithms for target variables. It is a directional tree made up of multiple
nodes. With no inputs, the root node is the first node in the tree. Other
nodes have inputs and outputs, called internal nodes. Other nodes can also
have only one input, called leaf nodes or decision nodes. The aim is the
generation of a model that uses several input variables to predict the value
of a target variable. Decision tree techniques have several advantages
compared to other data mining techniques. Easy to understand and interpret,
the graph representation is simple, can handle both numeric and categorical
data, little data preparation is required, and works well even with large

datasets.



4.4.3 Logistic regression

Logistic regression method is the most commonly prevalent modeling
technique employed for binary outcomes in epidemiology and medicine. It
calculates the probability that a realization of an output variable belongs to
the corresponding category. By using descriptive models that might be used
to forecast risk, researchers were able to assess the relationship between
several risk variables and a certain outcome through the use of traditional
logistic regression procedures. Clinicians were able to measure the strength
of the correlations between the risk variables and outcome by looking at the

coefficients produced by the model.

4.4.4 Gradient naive Bayes

Gradient naive Bayes (NB) is an easy and well-known probabilistic
classifier depending on Bayesian decision theory. It is “naive” because it
assumes that the attribute values of a particular class are independent of the
values of other attributes. NB infers the possibility that one new example
associated with some class depend on the assumption that all attributes are
apart from one another given the class. This supposition is activated by the

need to evaluate multivariate probabilities from training data.

4.4.5 Random forest

Random forest (RF) is a ML technique utilized for both classification and
regression tasks. It employs ensemble learning, which combines various
kinds of models or the identical model several times to create additional
accurate prediction algorithm. Decision trees are generated by random
forest using arbitrary selected instances. It evaluates each tree’s prediction

and uses voting to determine which one is the best.



4.5 Evaluation Metrics

A confusion matrix, in statistics, summarizes the prediction outcomes of a
classification. From this matrix, we obtain the evaluation metrics below
utilizing these terms: true negative (TN), false positive (FP), true positive
(TP), and false negative (FN). The metrics listed below are employed to

assess and compare different trained models:

4.5.1 Accuracy

Accuracy measures the percentage of the data points correctly predicted by

ML technique. The accuracy is stated in eqn (4.1) below:

TP+ TN @.1)
TP+TN+FP+FN’

Accuracy =

As class imbalance goes up, the accuracy metric produces misleadingly
high results. Because accuracy weights percentage of correct predictions
per-class according to its size, it generally ignores the minority class’s
performance. Instead of producing a true, broadly applicable capacity to
discriminate between the two classes, a binary classification algorithm,
which acquires the ability to vote regularly for the majority class will cause
an erroneously high decoding accuracy, which reveal the imbalance

between them.

4.5.2 Precision
The precision of a model is its ability not to categorize negative instances as

positive. The precision is defined as follows (eqn (4.2)):

TP (4.2)

Precision = W



Precision only considers the relevant samples among the predicted
positive samples. It ignores false negatives. When false negatives are
important, precision alone cannot offer a comprehensive view of the
performance of the model. In our study, it is critical to correctly predict
patients as positive and not make mistakes in predicting negative
individuals as positive, because the resources are scarce, and it is interesting
to predict correctly patients at high risk of mortality. Additionally, in

imbalanced datasets, precision could not be the most appropriate metric.

4.5.3 Recall

Recall measures the capacity of the model to identify every positive
samples. It is described by the following formula (egn (4.3)):

TP
Recall = ————— (4.3)
TP+ FN

Recall does not consider the number of false positives. When the false
positives have significant impact, recall alone cannot reflect the model’s
performance. For instance, in this study, a high recall can result in false
alarms since the model can predict erroneously patients as having high risk
of mortality. Thus, this can hamper the optimal allocation of resources.
Especially, when there is a limited number of medical supplies. Moreover,

in case of imbalanced datasets, recall does not perform well.

4.5.4 F1-score

F1l-score introduces the harmonic mean of the recall and precision.
Precision and recall both contribute equally to the F1-score in terms of
relative importance. The F1-score can be computed from eqn (4.4) given
below:



_ o precision * recall (4.4)

1 :
FLscore precision + recall

A high F1-score often denotes a balanced performance, indicating that
high precision and high recall can be achieved by the model at the same
time. On the other hand, low Fl-score generally demonstrates that the
sample struggles to discover that equilibrium between the precision and
recall.

Similarly to recall and precision, F1-score cannot be a suitable metric

when there is an imbalance in classes.

4.5.5 ROC_AUC
Area under ROC curve score (ROC_AUC) computes the region under the

operating characteristic curve of the receiver. It indicates the ability of the
model to make distinctions between different classes. True-positive rate is
plotted versus false-positive rate on the ROC curve.

It is noteworthy that the region within the curve (AUC) of the ROC curve
computes the integral of the true-positive rate against the false-positive rate
over decision threshold. This suggests that altering the decision threshold,
which is frequently done to lessen the consequences of class imbalance, has

no influence on AUC.

4.5.6 Average precision

Average precision (AP) recapitulates the precision—recall curve. It is the
weighted average of the precision metrics obtained at every PR curve
threshold, with the augmentation in recall from the preceding threshold
serving as the weight. The AP metric can be computed from eqn (4.5) given

below:

AP=Y" (R, Ru1)P, (45)

n



where R, and P,, denote the recall and the precision at the nth threshold.

This statistic considers the precision—recall trade-off and evaluates the
algorithm’s performance at different recall levels. It prioritizes precision at
different recall levels. In our study, this complies with our objective of
reducing false positives and consequently minimizing false alerts. Thereby,

this metric is crucial in our study.

4.6 Data and Methods

4.6.1 Data description

The data employed in the present work was supplied by Iwendi et al. [10].
It contains data of 1,129,258 COVID-19-infected individuals from Mexico.
We selected 19 variables for our investigation, comprising 18 demographic
and clinical features, in addition to the target variable: death. In the initial
encoding of the dataset, the “Sex” attribute was originally represented by
the values 1 for “female” and 2 for “male.” Similarly, the “Type of patient”
feature was encoded as 1 for “in transit” and 2 for “in hospital.” Regarding
other categorical variables, the encoding utilized 1 for “positive” and 2 for
“negative.” However, in this investigation, a modified coding scheme was
employed. Specifically, the “Sex” variable was recoded as 0 for males and 1
for females. The “Type of patient” attribute was represented by 0 for “in
transit” patients and 1 for those “in hospital.” For the remaining categorical
variables, they were represented by O for “negative” and 1 for “positive,” as
outlined in Table 4.1.



Table 4.1 Final list of the variables in this research.

Column Variable Description  Encoding Data type
(for
categorical
variables)
1 Sex Patient’s 0-male, 1- Categorical
gender female
2 Type of patient Type of 0-in transit, Categorical
healthcare 1-in
attention hospital
3 Intubated Determine 0-no, 1-yes Categorical
whether the
patient needed
intubation.
4 Pneumonia Illness 0-no, 1-yes Categorical
observed by the
infected
individuals
5 Pregnancy Condition 0-no, 1-yes Categorical
observed by the
infected
individuals
6 Diabetes Illness 0-no, 1-yes Categorical
observed by the
infected
individuals
7 Epoc Illness 0-no, 1-yes
observed by the
individuals
(Excess post
exercise
oxygen

consumption)




Column

Variable

Description

Encoding
(for

categorical

variables)

Data type

Asthma

Illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

Immunosuppression

Illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

10

Hypertension

Illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

11

Another
complication

Another illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

12

Cardiovascular

Illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

13

Obesity

Illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

14

Renal failure

Illness
observed by the
infected
individuals

0-no, 1-yes

Categorical

15

Smoking

Identifies if the
infected

0-no, 1-yes

Categorical



Column Variable Description  Encoding Data type
(for
categorical
variables)

individual is
smoking or not
16 ICU Identifies 0-no, 1-yes Categorical
whether the
infected
individual
needed
intensive care
unit
17 Age Patient’s age NA Numeric

18 Other_Case Identifies 0-no, 1-yes Categorical
whether the
infected
individual had
contact with
any other
COVID-19
infected patient

19 Death Identifies if the 0-survived, Categorical
infected 1-dead
individual died
or recovered
because of
COVID-19

4.6.2 Proposed solution
The accurate prediction of COVID-19 fatality within infected individuals
plays a crucial role in assisting healthcare industries to rationalize the

allocation of resources, prioritize cases at high risk of mortality to benefit



from a special attention, and minimize delays in providing essential medical
treatments, particularly when the system is overfilled with patients.
Consequently, this empowers the resilience of medical industries and
fosters the Al-driven threat management to face this challenging health
crisis. Nevertheless, the issue of COVID-19 imbalanced datasets makes the
creation of an effective machine learning classifier more difficult.
Accordingly, this research aims to build an effective data-driven machine
learning classifier to predict the risk of mertality in COVID-19 infected
cases through leveraging various techniques for balancing data.

Initially, we started with pre-processing data. Aside from the attribute
“Age,” all features range between 0 and 1. To eliminate the effect of
attributes with different scale, the variable “Age” was standardized through
Z-score normalization. Then, the dataset was split into 75% for the train set
and 25% for the test set. The train set was employed to create different
machine learning algorithms, namely, decision tree, logistic regression,
Gaussian naive Bayes, random forest, and K-nearest neighbors. We selected
these algorithms since they are some of the widely popular models utilized
for COVID-19 prediction and they cover a wide range of techniques.
Logistic regression and decision tree are characterized by their effectiveness
and interpretability for binary classification. Gaussian naive Bayes can be
useful in estimating the likelihood of mortality based on related features.
KNN might be suitable for mortality prediction based on the similarity of
patient attributes. Besides, random forest was of a particular interest since it
is an ensemble approach based on tree. It is supposed to perform better than
the other techniques in dealing with class imbalance. The performance of
these algorithms has been improved using wvarious balancing data
approaches, namely, SMOTE, ADASYN, and RUS.



4.7 Results
We compared different machine learning classifiers, namely decision tree

(DT), gradient naive Bayes (GNB), random forest (RF), K-nearest neighbor
(KNNN), and logistic regression (LR).

4.7.1 Balancing data with ADASYN

The application of ADASYN method shows that logistic regression
outperformed the other models with 86.59% accuracy, 56.24% F1-score,
92% recall, 40.5% precision, 89.01% ROC_AUC, and 38% average
precision. Followed by RF, KNN, GNB, and DT (Table 4.2).

Table 4.2 Algorithms comparison after balancing data with ADASY

Model Train_score Test_accuracy F1- Recall Precision ROC_ALU

(%) (%) score (%) (%) (%)

(%)
GNB  84.88 85.75 53.97 89.18  38.69 87.29
DT 93.39 88.15 54.76 76.55  42.63 82.95
RF 93.38 88.05 56.32 82.24  42.83 85.44
LR 86.37 86.59 56.24 92 40.5 89.01
KNN  76.73 91.27 56.60 60.77  52.96 77.59

4

4.7.2 Balancing data with SMOTE technique
Balancing data with SMOTE approach has generally improved the

performance of all classifiers. Logistic regression remains the best
algorithm in this comparison with 87.53% accuracy, 57.46% F1-score,
89.90% recall, 42.22% precision, and 38.91% average precision. Followed
by RF, KNN, DT, and GNB (Table 4.3).



Table 4.3 Algorithms comparison after balancing data with SMOTE.

Model (%) Test_accuracy F1- Recall Precision ROC_AUC A

(%) score (%) (%) (%) (¥
(%)

GNB 87.28 85.82 54.07 89.09  38.81 87.29 35.
DT 94.24 88.96 56.02 75.02  44.70 82.71 35.
RF 94.24 88.87 57.55 80.54  44.77 85.13 37.
LR 88.68 87.53 57.46 89.90 42.22 88.59 38.

KNN 83.44 91.45 56.88 60.23  53.88 77.45 36.

4

4.7.3 Balancing data with RUS technique

The comparison of the above-mentioned algorithms while balancing data
with RUS approach revealed that the performance of all algorithms had
slightly increased. Logistic regression yields the best performance with
87.54% accuracy, 57.49% F1-score, 89.97% recall, 42.24% precision,
88.63% ROC_AUC, and 38.95 AR Followed by RF, DT, KNN, and GNB.
Consequently, LR algorithm built with balanced data using RUS approach
(RUS-LR) outperformed all the other algorithms (Table 4.4).



Table 4.4 Algorithms comparison after balancing data with RUS.

Model Train_score Test_accuracy F1- Recall Precision ROC_ALU

(%) (%) score (%) (%) (%)
(%)

GNB 87.30 85.73 53.92 89.12  38.65 87.25
DT 93.16 87.06 56.24 88.76  41.16 87.82
RF 93.15 86.74 56.51 91.96  40.79 89.08

RUS- 88.69 87.54 57.49 89.97 4224 88.63
LR

KNN 84.70 89.52 57.21 74.81  46.32 82.92

»

4.8 Discussion

The outcome of the present investigation demonstrates that logistic
regression classifier applied to the balanced data using RUS approach
(RUS-LR) attained the best performance with 87.54% accuracy, 42.24%
precision, 89.97% recall, 57.49% F1-score, 88.63% ROC_AUC, and 38.95
AR

The comparison of these results with those of papers [10-12] exhibits that
our best classifier logistic regression combined with RUS approach (RUS-
LR) outperforms the results of [11]. Additionally, our result overcomes the
best classifier XGBoost found in [12] in terms of recall, ROC_AUC, and
AP. Given that a high recall with low precision can increase the risk of false
positives, which can generate false alarms in detecting individuals at high
risk of casualty and affect the allocation of resources, the AP metric is
essential in comparing algorithms in this case, since it takes into account the
precision— recall trade-off and prioritizes precision at various recall levels,
enabling the achievement of our objective of reducing false alerts.

Consequently, our study improves the prediction of COVID-19 mortality



compared to the paper in [12]. Furthermore, this comparison reveals that
our best model RUS-LR surpasses the results of the best classifier, logistic
regression, found by [10], regarding F1-score and recall. However, this
algorithm outperformed our results with respect to accuracy and precision
(Table 4.5).



Table 4.5 Results comparison.

Ref. Model Accuracy Precision Recall F1- ROC_AU(
(%) (%) (%) score (%)
11 LR: Before 73% - - 69%
visiting a
medical
facility
LR: After 76% 74%
visiting a
medical
facility
Logistic 91.5 32.2 0.9 70
regression
[12] XGBoost 91.9 52.1 5.1 77
XGBoost-F 89.3 30.3 22.8 76
SMOTEENN
Logistic 92,272  62.169  46.516 53.215
regression
[10] Decision tree  92.558 80.767 27.88 41.452
Boosted 91.06 96.42 5.48 10.37
random
forest
classifier
Our RUS-LR 87.54% 42.24% 89.97% 57.49% 88.63%
study

Accordingly, our analysis has significantly improved the prediction of

COVID-19 risk of mortality among infected people. This can help



clinicians and medical industries to be more resilient and make appropriate

decisions to face such critical health crisis.

4.9 Conclusion

The current study explores an artificial intelligence method for predicting
COVID-19-related mortality among infected patients. Since the problem of
imbalanced datasets is very common in COVID-19 data, the development
of high-performing algorithms for predicting COVID-19 mortality become
a challenging issue. To this end, this study investigates the application of
different balancing data approaches to tackle this issue and build an
accurate classifier. The findings of this research reveal that logistic
regression model applied to the balanced data using RUS approach (RUS-
LR) achieved the best performance with 87.54% accuracy, 57.49% F1-
score, 89.97% recall, 42.24% precision, 88.63% ROC_AUC, and 38.95 AP.
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Abstract

The high expense of the necessary hardware to gain practical expertise
withindustrial control systems is one of the main obstacles to breaking into
thefield of industrial cybersecurity, which we discuss in this chapter
(ICS).Everything related to penetration testing in an ICS setting, including
tools,techniques, procedures, and activities, is what we want to explain in
detail. A key contribution is the elucidation of the process of establishing a
virtualindustrial cybersecurity laboratory, enabling simulation of a complex
controlsystem. The main problem revolves around the accessibility barrier
to realworldICS interactions. This chapter navigates through the intricacies
ofconducting penetration testing in the IoT landscape, shedding light on
IoTconcepts and the practical aspects of such testing. It addresses the
heightenedsusceptibility of ICS environments to cyber threats and identifies
typicalrisks within these settings. The problem statement emphasizes the

criticalneed for cost-effective solutions to gain practical experience in
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industrialcybersecurity. The proposed solution lies in the creation of a
virtual industrialcybersecurity laboratory, offering a simulated environment
for hands-ontraining. This chapter’s main contribution is its practical
approach to overcomingthe financial barriers associated with obtaining real-
world experiencein ICS cybersecurity, providing valuable insights for both
novices and seasonedprofessionals in the field.

Keywords: Penetration testing, operational technology (OT), SCADA
systemscybersecurity, virtual laboratory, industrial control systems (ICS),

vulnerability assessment, network security, cyber threat mitigation

5.1 Introduction

In the fabric of contemporary society, operational technology (OT) stands
asa linchpin, orchestrating a symphony of interconnected devices designed
tooperate seamlessly within integrated systems [1]. This technological
ecosystempervades diverse sectors, from telecommunications to industrial
controlprocesses, propelling the efficiency and sophistication of modern
operations.Among the myriad domains under the influence of OT, the
industrial controlsystems (ICS) environment holds a paramount position,
shaping the trajectoryof industrial processes and critical infrastructures [2].
The significance of ICS within the operational technology
frameworkcannot be overstated. It represents a convergence of hardware
and software,meticulously crafted to monitor, operate, and control assets in
industrialprocesses. However, navigating the landscape of industrial control
systemsposes unique challenges, particularly for those seeking to
understand andfortify its security. The intricacies of ICS demand a nuanced
exploration,considering the diverse components, communication protocols,

and layersthat constitute its architecture [3].



Even while OT has made many technical advancements possible, thereis
still one major obstacle: the high bar to entry for industrial
cybersecurity. The exigent cost associated with gaining hands-on experience
withinthe Industrial Internet of Things (IIoT) environment serves as a
deterrentfor aspiring cybersecurity professionals and researchers [4]. This
chapterpresents a comprehensive exploration of tools, techniques,
methodologies,and activities employed during penetration testing within the
ICS landscape.

The crux of this chapter lies in its commitment to providing
practicalsolutions to the financial impediments obstructing genuine
engagement withOT technologies. It introduces the concept of a virtual
industrial cybersecuritylaboratory — an innovative approach that enables
the emulation of complexindustrial processes. This replicated industrial
setting is ideal for doing realworldcybersecurity tests and logic
programming in a virtual setting.

As we delve into the specifics of setting up a virtual industrial
cybersecuritylaboratory, the focus expands to encompass not only the
technicalintricacies of penetration testing but also the foundational
understanding of key OT concepts [5]. Through this holistic approach, we
aim not onlyto empower aspiring professionals with hands-on experience
but also tocontribute valuable insights to the proactive defense against
cyber threatswithin the intricate landscape of OT environments.

In the following sections, we navigate through the concepts that
underpinOT, explore the various layers of industrial control systems, and
delve into thesecurity implications and challenges of these intricate
networks. The chapterculminates in a pragmatic examination of IoT
concepts, penetration testingmethodologies, and the potential vulnerabilities

within OT environments.Through this exploration, we strive to illuminate



the path toward a robust andsecure future in the ever-evolving landscape of

industrial cybersecurity [6].

5.2 Methodology

The cornerstone of our methodology is the establishment of a virtual
industrialcybersecurity laboratory. This simulated environment replicates
thecomplex ecosystem of an ICS, enabling detailed analysis and
penetrationtesting without the high costs associated with physical lab
setups. Thelaboratory includes virtual machines simulating various
components of anICS, including routers, programmable logic controllers
(PLCs), and human—machine interfaces (HMIs), all interconnected within
a controlled networkinfrastructure [7].

The penetration testing approach adopted in this study is
comprehensive,covering a wide range of tools, techniques, and activities
tailored to theunique characteristics of ICS environments [8]. It

encompdsses:

e Information gathering: Leveraging tools like Shodan and
specializedscripts to identify exposed systems and potential entry
points.

e Vulnerability assessment: Employing automated tools and
manual techniques to discover vulnerabilities in the systems
under test.

e Exploitation: Executing controlled attacks to validate identified

vulnerabilities and assess their impact on the ICS environment.

A detailed walkthrough of configuring the test environment is
provided,including the installation and setup of key components like

OpenPLC andScadaBR. This section also covers the networking



configurations necessaryfor realistic simulation and interaction within the
virtual lab. The executionphase focuses on applying the penetration testing

framework within thevirtual laboratory. It involves:

o Network traffic analysis: Using tools like Wireshark to capture
andanalyze communication between ICS components [9].

e Modbus TCP packet injection: Demonstrating the injection of
maliciouspackets using Scapy to manipulate the behavior of

simulated ICScomponents [10].

5.3 Implementation and Experiments

Today, industrial systems are more interconnected with the Internet than
everbefore, thereby exposing them to increased vulnerabilities and
cyberattacks.Attackers are launching increasingly sophisticated and targeted
cyberattacksthat result in the physical destruction of industrial systems. In
some instances,companies utilize devices running outdated software to meet
compatibilityrequirements and share sensitive information with third parties
for remoteequipment maintenance. These factors pose significant threats to

businesssecurity.

5.3.1 Implementation of the test environment

The hefty price tag of the gear needed to get hands-on expertise with
OT (operational technology) systems and procedures is a big deterrent to
gettinginto industrial cybersecurity. Virtualization is a tool that enables you
to overcomethis initial entry barrier and provides an experience like what
one mightencounter in a real environment without requiring a significant
investment.The objective of this laboratory is to simulate a simple process
containingseveral key elements involved in a control process.

The following components will be used to implement this design:



A pfSense VM simulates a router (PFSENSE)

A Ubuntu VM simulates a PLC (OpenPLC), a Ubuntu VM
simulates aHMI (ScadaBR) [11]

A Windows 10 VM simulates our Filling Reservoir (Factory 10)
[12]

A Linux Kali VM representing the attacker’s machine

As depicted in the diagram shown in Figure 5.2, the router will requiretwo
interfaces: one external for internet access (WAN) and one internal forall

our virtual machines to connect to (LAN).
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Figure 5.2 Virtual industrial cybersecurity laboratory — logical
diagram.

TL; DR: We’ll need to configure the WAN interface as NAT and the
L.ANas Host-Only as shown in Figure 5.1, but if you want to know why,
keepreading.
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Figure 5.1 Virtual industrial cybersecurity laboratory — physical
diagram.

5.3.1.1 Installation of OpenPLC and ScadaBR

To the best of my ability, I’d want to simulate a real-world setup in whicha
PLC and an HMI are two independent devices that communicate withone
another across a network, even if it is theoretically possible to run

bothprograms on the same computer.

e First, we’ll need to download Ubuntu Server and install it on
twoseparate virtual machines. Make sure to setup the same
adapter on bothcomputers.

* The pfSense router’s LAN interface should be the same adapter.

e In order for the freshly spun-up workstations to connect to the

Internetand download updates, the pfSense virtual machine has



to be turned on.

The two servers should be given a static IP address in pfSense
wheninstallation is finished so that the OpenPLC [13] and ScadaBR web

apps maybe bookmarked for convenient access. Just do as instructed:

1. Access the pfSense web application portal (in our case,
https://192.168.10. (Not accessible as of [19/02/2025])).

2. Select “Status > DHCP Lease” after you’ve logged in. There are
twogadgets that are linked (one for each virtual machine).

3. Go into the router’s settings and give every connected device an
[Paddress that is static and not in the DHCP range that was

establishedwhen you first set it up.

Once static IPs are assigned, restart both machines and refresh the
pfSenseconsole to ensure they are correctly assigned and online
It’s also recommended to verify that both machines have Internet

accessand can see each other:

From VM2: ping www.google.com
From VM2: ping 192.168.88.202 (ping to VM3)
From VM3: ping www.google.com
From VMa3: ping 192.168.88.201 (ping to VM2)

5.3.1.2 Installation of OpenPLC in VM2

We start by downloading Ubuntu Server, followed by the installation of
avirtual machine. It is essential to configure the same adapter as that used
forthe LAN interface of the pfSense router. The pfSense virtual machine
mustbe enabled to allow the new machine to access the Internet. Once the

serverinstallation is complete, a static IP address is assigned in pfSense to
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facilitate access to the bookmarks tab of the OpenP1C web application
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Figure 5.3 OpenPLC interface.

e Access the pfSense web application portal
https://192.168.88.201:808 (Not accessible as of [19/02/2025]).

e Then navigate to “Status > DHCP Lease.”

e For each device connected, access the configuration and assign a
staticIP address outside the DHCP range initially defined for the

router.

Now we check that our machine has access to the Internet.

5.3.1.3 Installation of ScadaBR in MV3

We start by downloading Ubuntu Server, followed by the installation of
avirtual machine. It is essential to configure the same adapter as that used
forthe LAN interface of the pfSense router. The pfSense virtual machine
mustbe enabled to allow the new machine to access the Internet. Once the
serverinstallation is complete, a static IP address is assigned in pfSense to
facilitateaccess to the bookmarks tab of the ScadaBR web application, as
shown in Figure 5.4. To do this
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Figure 5.4 ScadaBR web administration portal.

e Access the pfSense web application portal
http://192.168.88.202:9090/ScadaB  (Not accessible as of
[19/02/2025])

e Then navigate to “Status > DHCP Lease.”
e For each device connected, access the configuration and assign a
staticIP address outside the DHCP range initially defined for the

router.

Now we check that our machine has access to the Internet.
To manually start ScadaBR when you boot the virtual machine,

you’llneed to execute this command:
e sudo /opt/tomcat6/apache-tomcat-6.0.53/bin/startup.sh

However, my recommendation is to create a cronjob that starts it
automatically.To do this, execute the following command in the

commandline:
e sudo nano crontab -e

Then, add the following line at the end of the file:



e (@reboot/opt/tomcat6/apache-tomcat-6.0.53/bin/startup.sh

Save the changes and exit the editor with CTRL+X. Figure 5.5 shows

ascreenshot of an automatic startup of ScadaBR.

Modified

.B /tmp/crontab
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¢ I his f1il

.2n7UTh/crontab

i 4 [} 1T L]
@reboo /opt/tomcate/apache-tomcat-6.0.53/bin/startup.sh

et Help Write Out E Where Is ut Text Justify Cur Pos Undo
xit B Read File Replace Wl Paste Text Ml To Spell | Go To Line GRE Redo

Figure 5.5 Automatic startup of ScadaBR.

Note: When starting the virtual machines, you may encounter an

errormessage in cloud-init. You can disable it with the following command:

¢ sudo touch /etc/cloud/cloud-initz

5.3.1.4 Downloading and installing FactorylO

FactorylO was used for this simulation. You can download the software
fromits website. There are several versions available that include different
modules(OPC-UA, Modbus TCP, S7, etc.). However, since we want to

control it fromOpenPLC, we need a version compatible with ModbusTCP.



It’s worth notingthat the 30-day trial version contains all the modules and is
a good option forbeginners.

Factory IO serves a dual purpose:

1. Scene-recreates the real-life operation by means of all the
necessarysensors and actuators.

2. The driver controls all the scene’s sensors and actuators and acts
as aremote terminal unit (RTU) by interacting with OpenPLC
over ModbusTCP, as shown in Figure 5.6.

Network Equipment
quipl (]
0
w :

Real: Modbus TCP - Simulation: Modbus TCP

Sensors Actuators

Figure 5.6 Factory IO scene and driver simulating the

physical process and RTUrespectively.

5.3.1.5 Physical process simulation — scene
Before starting to build the simulation, it is important to have a high-
leveldefinition of what we aim to achieve. In this case, the objectives are

asfollows:



e A conveyor belt moves boxes to a collection point marked by
aretroreflective sensor.

e When a box is detected at this point, the conveyor belt stops, and
a robotpicks up the box and places it on the ground.

e Access to the production line is controlled by a safety door,
whichtriggers an emergency stop if opened while the robot is

operating.

We won’t delve too much into the use of FactorylO since it has
quitedetailed documentation on its website. Once installed, a new scene is

created,and all the elements involved in our process are placed:

e Emitter: Element that creates the boxes at the start of the line.

e Start button: Used to activate and deactivate the process. In a
realsituation, there would also be an emergency stop button, a
normal stopbutton, a reset button, etc. However, for simplicity’s
sake, only the startbutton will be used.

o Safety door: It has a pressure sensor that detects if it is open or
closed.It limits personnel access to the danger zone presented by
the robot’smovement. In a real situation, the entire area would be
protected by afence, but for visualization purposes in this case,
only the door will beused.

e Conveyor belt: Moves boxes from the emitter to the collection
point.

e Light emitter: Emits a continuous beam of light.

» Retroreflective sensor: Detects the light emitted by the emitter
todetermine if there is a box at the collection point.

e Pick and place robot: Picks up and moves the boxes. Likely the

mostcomplex element of the system as it includes multiple



sensors andactuators, although for this exercise only the
following elements areused:
e Grab: Activates the suction cup of the head that grabs
the boxes
e Detected: Detects if the head has contacted a box
e 17Z: Extends/retracts the arm in the Z-axis
e Moving Z: Detects if the robot is moving in the Z-
axis
e Rotation: Detects if the arm (not the head) is rotating
e Rotate CW: Rotates the arm (not the head) clockwise
e Rotate CCW: Rotates the arm (not the head)
counterclockwise
e Remove: Element that will remove the boxes at the
end of theline
e Decorations: These objects serve no other purpose than to
slightlyenhance the appearance of the simulation:
o Pallet: Where the boxes fall
e Column + Electrical Panel: Housing for the power

button

At this stage, we should have a series of fixed elements placed in thescene,

as shown in Figure 5.7.
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Figure 5.7 Placement of elements in the FactorylO scene.
5.3.1.6 Simulation RTU — driver

With all the elements arranged in the environment, we will configure
theFactorylO driver that will communicate with OpenPLC. To do this, from

thescene:

e Access the driver’s menu by pressing F4.
» Select the Modbus TCP/IP server as the driver (Figure 5.8)

Figure 5.8 Configuration of the driver as Modbus TCP

Server.

Click on the top right corner (settings).



e Server:

e Network adapter: select the host-only virtual network
adapter inthe lab

e Host: it is automatically configured when choosing
the networkcard

e Port: 502 (default Modbus TCP)

e SlavelD: choose the desired one

e [/O Config: default

e [/O Points: we will only use 6 digital inputs and 5
digital outputs(no registers), so we set the values
appropriately (6, 5, 0, 0) andapply Figure 5.9 shows
the configuration of Modbus TCP servervalues in
FactorylO.

Figure 5.9 Configuration of Modbus TCP

server values in FactorylO.

Drag each of the inputs and outputs so that they all appear on thecontroller,

as shown in Figure 5.10.
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Figure 5.10 Assigning different sensors and actuators from the
scene to the inputs andoutputs of the driver.

5.3.1.7 Integrating OpenPLC with FactorylO

To integrate FactorylO with OpenPLC, we access the OpenPLC Web
portal(if we remember, in our case 192.168.88.201:8080) and once inside,
wenavigate to the “Slave Devices” tab to configure the FactorylO driver as

aslave device (Figure 5.11), taking into account the following
considerations:

*lFlﬂI» Virtual Lah for ICS v1 0 OpenPLC User .

Davice Name

Discrete Inputs (%I1X100.0)
“ DETLLET Faotory 10- VLICS

®

Start Address: 0 Size: €
Device Type
<[> Programs

Generic Modbus TCP Device "
88 Slave Devices Coils (%QX100.0)

Slave ID

L Monitering ij : @m.:.muums. 0 size: 8
e Input Registers (%/W100)
@ 162.158.88.100
‘\ Settings IP Port StartAgaress: 0 size: 0
E Logout (; 502

Holding Registers - Read (%W100)

Status. Stopped @Sluﬁmdress: 0 Size: 0

Start PLC

Holding Registers - Write (%QW100)

Q) Start Address: O Size: 0

Figure 5.11 Left: driver configured in FactorylO; Right:
configuration of the slave device inOpenPLC.

e Device type: It should be a generic Modbus TCP device.



e Slave ID: Can be any integer greater than 0, but must be the
same as theone previously configured in the FactorylO driver.

e [P addresses: Identical to those previously configured in the
FactorylOdriver (host-only adapter VirtualBox).

e [P Port: 502 is the default ModbusTCP port; it is recommended
to keepit as default, although it is possible to change it as long as
it is correctlyset in the FactorylO driver.

e Discrete inputs: Starting from 0, and ending with the number of
requiredinputs (6 in our case).

e Coils: Starting from 0, and ending with the number of required
inputs (5in our case).

e Input registers: Our example does not have registers (only inputs
andoutputs), so it can be set to 0,0.

e Holding registers — Read: Our example does not have registers
(onlyinputs and outputs), so it can be set to 0,0.

e Holding Registers — Write: Our example does not have registers

(onlyinputs and outputs), so it can be set to 0,0.

5.3.1.8 Programming control logic

To program the control logic, we will use the OpenPLC Editor, which is
anindependent OpenPL.C program and can be downloaded and installed on
ourWindows 10 (host) device. Once downloaded and a new project created,
wewill define all the variables to be used by the program (Figure 5.12),

takinginto account the following considerations:
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Figure 5.12 Top: variable range of the slave device in OpenPLC;
Bottom: variables declaredin the OpenPLC editor within the

Device Name

Factory 10 - VLICS

Slave Devices

List of Slave devices attached to OpenPLC.

Device Type DI

TCP

Nombre

StartButton
SafetyDooor
Box_Not_Waiting
Picker_Holding_Box
Picker_Rotating
Picker_Moving_Z
Conveyor_Move
Picker_Move_Down
Picker_Grab
Picker_Rotate_CCW
Picker_Rotate CW
RUN

%1X100.0 to %IX100.5

Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local

Local

range of the slave device.

Clase

BOOL
BOOL
BOOL
BOOL
BOOL
BOOL
BOOL
BOOL
BOOL
BOOL
BOOL
BOOL

Do

©) @
%QX100.0 to %QX100.4
Tipo
@

&

Attention: Slave devices are attached to address 100 onward (i.e. %I1X100.0, %IW100, %QX100.0, and %QW100)

Al AD

Ubicacidn
2%1X100.0
%1X100.1
%I1X100.2
%I1X100.3
%IX100.4
%1X100.5
%QX100.0
%QX100.1
%QX100.2
%0QX100.3
2%QX100.4

e The variables declared in OpenPLC Editor must be in the same

range asthose declared in the SlaveDevice configured in the

previous point.

e We will use an auxiliary variable “RUN” internally during the

program, which will not need to be assigned to any input or

output (%1X100.x,%QX100.x).

Once

the wvariables

are defined, we can begin developing

the

controlprogram using the standard industry ladder logic language,

implementing thefollowing logic, as shown in Figure 5.13.
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| ] 151
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olding Box Picker_Move Down
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RUN Picker_Holding Box Picker_Move_Down

{1 =l {=)-

RUN Picker Moving Z Picker_Holding Box Picker Rotate CCW
| | lul | | {s)-
11 151 11 {s)
Picker Rotate CW

%)

Picker_ Rotating Picker_Holding Box Picker_Grab

I Tul | | {
I 197 10 R)-

i )

Figure 5.13 Process ladder diagram.

e Press the “StartButton” to activate or deactivate the line.

e Open the door for any movement.

e The conveyor belt stops when there is a box waiting.

o If there is a box waiting, the robot descends, activates the suction

cup,lifts, rotates, releases the box, and returns to its rest position.

Note that the program presented below does not comply with
industrystandards or best practices, but it is fully functional and perfectly
suited to itspurpose of controlling the line without great complexities.

At this stage, the moment of truth is approaching; there are only a
fewsteps left to complete:

» Export the project in OpenPLC as a .ST file.

o Activate the pfSense virtual router.



» Power on the OpenPLC virtual machine.

e Access the OpenPLC administration portal.

e In the “Programs” tab, load the exported .ST file. If everything
goes well,you will receive the following message, as shown in
Figure 5.14.

lFlﬂl Campling Virtual Lab for ICS w1 1 DpenPLC Usar .

4% Dashboard Comp”'ng program

Conzagl Jh

> Programs

* Slave Devices

F
aa Maonhoring

.[;} Hardware
ﬂ Lsers

"\ Seltings

E Logout

Go to Dashboard

Figure 5.14 Compilation completed.

e Start FactorylO, load the appropriate scene, and set it to
execution mode.

e In the OpenPLC dashboard, click on “StartPL.C.

e At this stage, you should be able to see all the states of
FactorylO viathe Monitoring tab in OpenPLC, as shown in
Figure 5.15.
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Figure 5.15 OpenPLC monitoring interface.
Set of sensor and actuator states in FactorylO, as seen from OpenPLC.

e In FactorylO, press the start button located on the electrical
panel,and you will see how your assembly line comes to life, as

shown in Figure 5.16.

Figure 5.16 Process in FactorylO controlled from
OpenPLC.



5.4 Pentesting OT

5.4.1 Information gathering

5.4.1.1 Assessment of the Shodan public subnet

To avoid accidentally making an internal system public and all the
repercussionsthat come with it, it is recommended to do a Shodan
evaluation on aregular basis. This will provide specifics about your publicly
exposed systems[14]. To run a Shodan scan on the range of public IP

addresses used by yourorganization, follow these steps, as shown in Figure
5.17.

(610 ipinfo.io v s & 1Y mil e Pe » ¢

@ipinfo.io ABOUT  PRICING  DOCUMENTATION SIGN UP

The Trusted Source
for IP Address Data

With IPinfo, you can pinpoint your users' locations,
customize their experiences, prevent fraud, ensure
compliance, and so much more.

ip: "142.46.240.78"

loc: "42.8334,-80.2007"
postal: "N3Y"
timezone: "America/Toronto"

Eeaasssaas8
83

asn: Object
Fast « Accurate « Trusted by 100,000+ businesses and @ asn: "asie752"

developers since 2013 [ name: "Hydro One Telecom Inc."
i [ domain: "hydroonetelecom.com”

[ route: "142.46.240.0/21"

@ type: "isp"
SIGN UP FOR FREE CONTACT SALES @ company: Object
<]

name: "Brantford Hydro"

No credit card required. [@ domain: "brantford.ca"

Figure 5.17 Search for a public IP on IPinfo.io.

1. First, we need to find our public IP address range. To do this,
simplyvisit the site:

2. To make sure you aren’t unknowingly letting the world in on an
internalsystem and all the repercussions that come with it, you
should do aShodan evaluation that describes your publicly

exposed systems on aregular basis. Using Shodan, you may



check the public IP address rangeof your business in the

following ways, as shown in Figure 5.18.

asn: Object
[ asn: "As1g752"
[ name: "Hydro One Telecom Inc."
[ domain: "hydroonetelecom.com"
Em route: "142.46.240.0/21" |
M type: "isp"
company: Object
[ name: "Brantford Hydro"

[ domain: "brantford.ca"
[ type: "business"
abuse: Object
[ address: "CA, ON, Brantford, 44 King Street Suite 206, N3T
3cr"
[ country: "ca"
[ email: "jnagle@brantford.ca"

[ name: "James Nagle"

Figure 5.18 Public IP subnet range.

3. Conducting a Shodan evaluation on a regular basis will uncover
informationof your publicly exposed systems, helping you avoid
accidentallyexposing an internal system to the outside world and
all the repercussionsthat come with it. To undertake a Shodan
review of yourcompany’s public IP address range, follow these

steps, as shown in Figure 5.19.
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Plapsttion 4 1 publieetovidos 2021-93-29 18:27: 18

14 Canan, Simess

« cPanel Login (&'

el A [

1 Canade, simemn

Supporied SSL Versions
TLSel, TLEWI 1. TLGwt 2

Figure 5.19 Search for an IP address range on Shodan.

4. The majority of these results pertain to your company’s legal
onlineservices. In order to identify the compromised ICS
systems, we need tobegin filtering the data. Searching
net:142.46.240.0/21 siemens wouldbe a good example if we
knew that our manufacturing facilities used Siemens hardware.

Here, we don’t find anything when we search(Figure 5.20).

Figure 5.20 Search for exposed Siemens Systems.

5. However, if we search for Rockwell with net:142.46.240.0/21
rockwell,we will see that there is a positive result on a system for
a 1761-NET-ENI/Dmodule that is directly connected to the

Internet, as shown in Figure 5.21.
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Figure 5.21 Search for exposed Rockwell Systems.
6. Figure 5.22 shows the details of the result for 142.46.240.78 and
seethat the device exposes a web server and an ethernet/IP

service to thelnternet.

D142.46.240.78 .orovoin B2 Ports
£
Country Canada
£= Services
Organizaton Brantford Hydro
Hydro One Teleoom inc.
Last Update 2031 -03-HTOX22:34.50513 “ :
AS19T52 i

% Web Technologies
[ enolees -"JE-

elhernetip

Rockwell Automation/Allen-Bradley

Fro

Ser
Dev
Device

1Ps 191.168.8.280

Figure 5.22 Exposed Rockwell System — details.

The only thing left to do is tell RSLogix 500/5000 to connect to theexposed
device’s public IP address or wuse a Python package like
pylogix(https://github.com/dmroeder/pylogix) to start attacking the system.
The attacker’s good fortune in discovering an Internet-enabled system
iswell-deserved; now they can bypass the corporate network and directly
targetthe most susceptible section of the ICS, eliminating the requirement to

pivotto the industrial network.


https://github.com/dmroeder/pylogix

5.5 Discovering Vulnerabilities

5.5.1 Dissection of OpenPLC communications
The first phase of any attack involves reconnaissance of the environment
toidentify potential vulnerabilities and available targets. In our case, we

beginby examining network traffic with Wireshark.

5.5.2 Traffic capture

With Wireshark open, it’s recommended to add a new filter that
facilitatesdata visualization. For this purpose, only TCP traffic
corresponding to port502 (default Modbus TCP port) will be displayed, as
shown in Figure 5.23[15].

Wireshark- Display Filters

eth.addr == fR: R
not arp

p
2. ip.addr == 1920.2.1
t102.0.2.1 (don't use != “or this ) !lip.cddr == 192.0.2.1}

IPV6 only ipv6

IPv6 address 2001:db8::1 ipv6.addr == 2001:dbg::1
TCP only p

UCP only ud
Non-DNS 1
TCP w1 UDP purl is 80 (HTTP) sp.poil==80 || udp.poil == B
HTTP http

No ARP and no DNS not arp and !(udp.port ==53)
Non-HTTP and non-SMTP tojfrom 192.€.2.1 ip.addr == 192 0.2.1 and not tcp.port in {80 25}
ModbLsTCP Communications

b
udp.port == 53 || tep.port == 53)
s 0

Figure 5.23 Filtering in Wireshark to Observe Only Modbus TCP
Traffic.

Once Wireshark is configured and in listening mode, access the Open-
PLCweb portal and select “Start PLC.” From this point on, you will
seeModbusTCP traffic on the network. After a few seconds, enough data
willhave been captured to analyze the OpenPLC communications, as shown

in Figure 5.24.
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Figure 5.24 Wireshark filtering results.

5.5.3 Network traffic capture with Wireshark

At this point, you should have enough information to analyze how

OpenPLCcommunicates with FactorylO.

5.5.3.1 Analysis of captures

With

the

captured

traffic

data, begin by analyzing both

the

communicationloop and the content of the messages, as shown in Figure

5.25.
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Figure 5.25 Analysis of the OpenPLC communication loop.

5.5.3.2 Communication loop analysis

We can confirm that a three-way handshake is the starting point of theinitial
contact between OpenPLC and FactorylO by observing the trafficcapture
directly:

e OpenPLC -> FactorylO: SYN
e FactorylO -> OpenPLC: SYN/ACK
e OpenPLC -> FactorylO: ACK

Subsequently, the Modbus TCP request-response structure is
repeatedperiodically while the program is still running’

Reading inputs (Read Discrete Inputs)

e OpenPLC queries FactorylO: requests sensor states
e FactorylO responds to OpenPLC: replies with sensor states
e OpenPLC acknowledges to FactorylO: confirms receipt of the

response
Writing outputs (Write Multiple Coils)

e OpenPLC requests FactorylO: asks to modify actuator states

e FactorylO responds to OpenPLC: indicates successful actuator
statemodification

e OpenPLC acknowledges to FactorylO: confirms receipt of the

response

5.5.4 Analysis of Modbus TCP requests and responses

Once the general logic of the communications is understood, it’s time to

delveinto the details of each message to try to gather more information. By



doubleclickingon each message, it’s possible to access the complete view of

itscontent, as shown in Figure 5.26.

0O

e

Figure 5.26 Request (left) and response (right) of the “Read
Inputs” function.

5.5.4.1 Reading inputs

1. By analyzing the TCP layer, the ports used in the
communications byboth devices can be identified. It’s interesting
to note that FactorylOuses the configured port (502), but
OpenPLC uses a random one.

2. There is no ACK message between the request and the response;
themessages are sequential.

3. Modbus TCP uses a transaction ID that is the same in the
question as inthe response.

4. The message is directed and replied to the RTU with the
identifiernumber 1 (in this case, the only one that exists; if there
were more RTUs,this number would vary).

5. The Modbus function code is 2 (000 0010 in binary), which

correspondsto standard codes.



6. You want to read 6 inputs (Bit Count) starting from 0 (Reference

Number).Indeed, the FactorylO driver and the OpenPLC slave
device havebeen defined with a total of 6 inputs. The response
indicates the value ofeach input (1 for on, 0 for off), but it
doesn’t provide more informationabout what each value
corresponds to (safety door, box detection, etc.),as shown in
Figure 5.27.

© 90

Figure 5.27 Request (left) and response (right) of the

“Write Coils” function.

5.5.4.2 Writing coils

1.

By analyzing the TCP layer, the ports used in the
communications byboth devices can be identified. It’s interesting
to note that FactorylOuses the configured port (502), but
OpenPLC uses a random one.

. There is no ACK message between the request and the response;

themessages are sequential.

. Modbus TCP uses a transaction ID that is the same in the

question as inthe response.

. The message is directed and replied to the RTU with the

identifiernumber 1 (in this case, the only one that exists; if there



were more RTUs,this number would vary).

5. The Modbus function code is 15 (000 111 in binary), which
correspondsto standard codes.

6. You want to write 5 outputs (Bit Count) starting from output 0O
(ReferenceNumber). Indeed, the FactorylO driver and the
OpenPLC slavedevice have defined a total of 5 outputs.

7. These 5 outputs will have a value of 00. By examining other
messages,you can see values like 14, 16, Oc, 0d, etc. This
indicates that the output values are transmitted in hexadecimal,
and to check which ones are onor off, conversion to binary is
necessary. Figure 5.28 shows examples ofdata in the “Write

Coils” requests.

Frame 3194: 68 bytes on wire (544 bits), 68 bytes captured (544 bits) on interface eth®, id @
Ethernet II, Src: PcsCompu_70:45:e8 (08:00:27:70:45:e8), Dst: ©a:00:27:00:00:0c (Pa:00:27:00:80:0¢c)
Internet Protocol Version 4, Src: 192.168.88.201, Dst: 192.168.88.100
Transmission Control Protocol, Src Port: 58816, Dst Port: 582, Seq: 11323, Ack: 9581, Len: 14
Modbus/TCP
Modbus

880 1111 = Function Code: Write Multiple Coils (15)

Reference Number: @

Bit Count: §

Byte Count: 1

| !

i wwww

Frame 3153: 68 bytes on wire (544 bits), 68 bytes captured (544 bits) on interface eth®, id @
Ethernet II, Src: PcsCompu_70:45:e8 (08:00:27:70:45:e8), Dst: 0a:00:27:00:00:0c (B8a:00:27:00:00:08¢)
Internet Protocol Version 4, Src: 192,.168.88.201, Dst: 192,168.88,100
Transmission Control Protocol, Src Port: 58816, Dst Port: 502, Seq: 11167, Ack: 9449, Len: 14
Modbus/TCP
Modbus

.B8@ 1111 = Function Code: Write Multiple Coils (15)

Reference Number: 8

Bit Count; 5

Byte Count: 1

Frame 3136: 68 bytes on wire (544 bits), 68 bytes captured (544 bits) on interface eth@, id @
Ethernet II, Src: PcsCompu_70:45:e8 (08:00:27:70:45:e8), Dst: 0a:00:27:00:80:08c (8a:00:27:00:08:08¢)
Internet Protocol Version 4, Src: 192.168.88.201, Dst: 192.168.88.100
Transmission Control Protocol, Src Port: 50816, Dst Port: 502, Seq: 11115, Ack: 9405, Len: 14
Modbus/TCP
Modbus

.86 1111 = Function Code: Write Multiple Coils (15)

Reference Number: 8

Bit Count: §

Byte Count: 1

D b

Figure 5.28 Examples of data in the “Write Coils”

requests.

Table 5.1 shows the correlation between hexadecimal input, binary
representation(limited to 5 bits), and the state of five different outputs
(QX100.0to QX100.4).



Table 5.1 Translation of the data in the “Write Coils” request to RTU
outputs.

Hex Bin (5bits) QX100.0 QX100.1 QX100.2 QX100.3 QX100.4

00 00000 OFF OFF OFF OFF OFF
14 10100 ON OFF ON OFF OFF
16 10110 ON OFF ON ON OFF
Od 01101 OFF ON ON OFF ON

5.5.4.3 Network mapping of Grassmarlin

Allow Wireshark to collect packets in the background as you scan (such
aswhen using Nmap to do the first network scan). A network mapping
toollike Grassmarlin (https://github.com/nsacyber/GRASSMARLIN) may
be used with the captured packets to create a visually appealing depiction of
thetarget network, as shown in Figure 5.29 [16]. To create a network.
topology,we may use Wireshark to capture data from the interface we’re

using and thefollowing Nmap scan:


https://github.com/nsacyber/GRASSMARLIN

Pending Imports

File Name . Size Type

No content in table

| Add Files | | Load Quicklist | = Save Quicklist | Import Selected

Running and Completed Imports

14:28:51 897
14:28:51 456
14:28:52 854
14:28:52.852
14:28:52.851
14:28:52 855
14:28:51.902
14:28:51.896
14:28:53.993
14:29:12 555

14:29:17 622

< |

Time...v |

Loading Geold -> Name Mapping

Loading Cidr -> Geold Mapping frc
Loaded plugin Yadgov.svgexport'

Loaded plugin fadgov.cessionevel
Loaded plugin Tadgov.offlinepcap
Loaded plugin Yadgov.csvimport’

Geold -> Name Mapping load com
Cidr -> Geold Mapping load comp
New Session: core.document.Sess
Beginning Import of [ladgov.offlim

[lad gov.offline pcap.PcapNglmport

Progress File | size

|Cornplete /home/pac/Documents/book/ot-s... .13AB MB

Figure 5.29 Grassmarlin - Import PCAP.

nmap — p — —A — oAot — scan192.168.88.0/24
This instructs Nmap to scan every port (-p-) of every system on the
subnet192.168.88.0/24 and gather all data (-A), saving the results in the

four mainformats under the name of-scan (-oA ot-scan).

Once we’re done, save the Wireshark output into a packet capture

(PCAP)file and import it into Grassmarlin:

1. Start Grassmarlin and select File Import Files.Click Add Files

and navigate to the saved PCAP file.
2. Click Import Selection.



Once the import process is completed, close the import screen.
Grassmarlinshould now display a map of all scanned IP addresses, as shown
in Figure 5.30.

¥ 192.168.88.110

192.168.88.100 mm
192.168.88.101

192.168.88.102 i¥ 192.168.88.120

192.168.88.200

192.168.88.201 192.168.88.112

Figure 5.30 Grassmarlin - Logical graph view.

There are numerous other tools, devices, and tricks that can be used
toprobe network equipment. However, I’d like to move on to exploring

Level 3site operations.

5.6 Modbus TCP Packet Injection with Scapy

In this simulation, we start with a scenario where the attacker already

hasaccess to the network, and thus actions on the targets are executed



directlywithout having to go through all the previous phases [17]. The
attack aims tostop or disrupt the line to halt production, and the most direct
way to achieve this is to try to interact in some way with the unit that
controls the sensors andactuators (RTU - FactorylO). With this in mind, the
attack plan is as follows(Figure 5.31):

OpenPLC m FactorylO

SYN |

Three Way _| |
Handshake SYN + ACK i
ACK I

|

Query: Read Inputs
|
| Response: Read Inputs

ACK
Communication Loop __
(every 100ms) %
Response: Write Coils

ACK

/

Query: Write Coils

Figure 5.31 Packet injection attack design.

o Sniff legitimate communications between the RTU (FactorylO)
and thePL.C (OpenPLC).

e Use one of the exchanged messages as a seed to predict the
values ofthe TCP sequence (preferably the last message in the
communicationloop so that you have 100 ms available to
generate and inject the packetbefore OpenPLC communicates

again with FactorylO and invalidatesthe calculation).



e Generate a fake packet compliant with the TCP sequence and
thestructure of values expected by FactorylO, but with malicious
Modbuscommands.

e Inject the packet.

The first step will be to create a Python script and import the Scapy
libraryto be able to access all the classes and functions it offers. From this
point on,the objective will be to construct all the layers of the packet to be

injected oneby one, as shown in Figure 5.32.

m scapy.all import *

Figure 5.32 Importing from Scapy.

5.6.1 Configuring the IP and TCP layers

During the standard communication loop, messages are exchanged
approximatelyevery 0.5 ms, which poses a problem because it takes time to
processand inject the new packet. To maximize the chances of success of
the attack,the previously acquired knowledge regarding the time between
OpenPLCcommunication cycles with FactorylO (100 ms) will be utilized,
as shownin Figure 5.33.

Time Source Destination Pratocol Length Info

5 192.168. 88201 192.168. §8. 100 Modbus/TCP 86  Query: Trans:  19; Unit: 1, Func: 2: Read Discrete Inputs
.585769685]  192.168.88.180 192.168. 88,201 Modbus/TCP B4 Response: Trans:  19; Unit: 1, Func: 2: Read Discrete Inputs
.506009286E 192.168.88.201 192.168. 88. 100 TCe 6@ 53660 = 592 [ACK] Seqe247 Ack=209 Win=64256 Lensd
.506009403|¢ 192.163.85.201 192.168. 88. 100 Modbus/TCP B8 Query: Trans:  28; Unit: 1, Func: 15: Write Multiple Codls
.587777976] 192.168.85.1080 192.168.88.201 Modbus /TCP B6 Respanse: Trans:  20; Unit: 1, Func: 15: Write Multiple Coils
.587935083| € 192,168,858, 201 192.168. £8. 100 < £ 53668 + 582 [ACK] Seqe26l Acke22l Winw64256 Lened
.608328756(S 192.168.88.201 192.168.88.100 Modbus/TCP 86  Query: Trans:  21; Unit: 1, Fupc: 2: Read Discrete Inputs

9,689347251 . 192.165.88.100 192,168.88.201 Modbus/TCP [-5] Respan:e: Trans: 21; Unit: 1, Func: 2: Read Discrete I.nputs

9.689661814  192.168.08.201 192.168.85. 160 TCP 58 53660 - 582 [ACK] 5eq=273 Ack=231 Win=£42556 Len=0

0.689785659 192.168.68.201 192.168.88.100 Modbus/TCP &8 Query: Trans: 22; Unit: 1, Func: 15: Write .".u].liple Coils

9.611233891 192_.168_.88.108 192. 168 88.281 Modbus/TCP EE Response: Trans: 22; Unit: 1, Func: 15: Write Multiple Coils

9.611617328  192.168.86.201 192,168,685, 100 TP 6@ 53660 » 582 [ACK] Sea=287 Ack=243 Win=64256 Len=0

Figure 5.33 Red: Time between messages during a single
iteration of the OpenPLC communicationloop; Green: Time



between OpenPL.C communication loops.

e From the previous analysis, we also know that:

The second-to-last message of all communication loops is a “Query:Write
Coils” followed by a final ACK directed from OpenPLC to FactorylO.

e All “Query: Write Coils” messages have a fixed part in the
Modbus layerand a variable part corresponding to the outputs to

be modified at anygiven time, as shown in Figure 5.34.

Frame 1679: GB bytes on wire (544 bits), G2 bytes captured (544 bits) on interface ethd, id @
Ethernel II, Src: PusCompu 7@:45:¢B (08:08:27:70:45:¢8), Dsl: 0a:00:27:00:00:0c (Pa:08:27:00:00:0c)
Internet Protocol Version 4, Src: 192.168.88.201, Dst: 192.168.88.160
Iransmiszion Control Protocel, Src Port: 53668, Dst Port: 582, Seq: 4817, Ack: 33599, len: 14
“ Modbus /TCP
Transaclion Identifier: 318
Protocol Identifier: @

Length: 8
Unit Tdentifier: 1
* Modbus

Bit Count: 5
Byte Count: 1

.988 1111 = Function Code: Write Multiple Coils (15)
Reference Mumber: @
Data: 11 Varintile

. 40 pos -
58 Bl 16 b5 75 Oc 47 55 ¢l 0 ;f 36 E’ x4 uomer
1 1§ & B9 9l 35 B0 8P eQ e w Pt e &
[eeese i

Figure 5.34 Top: ModbusTCP packet captured with
Wireshark // Bottom left: ModbusTCPpacket sniffed

with Scapy // Bottom right: Non-ModbusTCP packet
sniffed with Scapy;



Green: Fixed part identifying a Modbus TCP packet with the “WriteCoils”
function // Red: Variable part (desired state of the outputs).
The following logic is used to identify this pattern:

e Using the sniff() function, 4 consecutive messages are captured
(it isrecommended to capture twice as many messages as needed
— in thiscase, two messages: Query and ACK — to avoid
aliasing) with thefollowing filters:

e Has a TCP layer

e Targeted at the FactorylO IP

o [t checks if the second-to-last of the captured messages:

e Has a raw layer. Modbus packets have this layer, but
ACKs do not(as you can see in the image above).
This is done to prevent thenext check from failing
when attempting to open a layer that doesnot exist.

e That this layer contains the string
“x0f\x00\x00\x00\x05 \x01”

 If both conditions are met, it considers the last captured message
to bethe end-of-loop message and therefore it will be used as the
seed.

o If these conditions are not met, 4 more messages are captured, as

shownin Figure 5.35.

Figure 5.35 Packet sniffing with Scapy.



Since the seed has a length (len) of 0, there will be no need to increase
thevalues of ACK and SEQ, so with that, you already have all the
information you need to create the IP and TCP layers of the new packet, as

shown in Figure 5.36:

print("”
tcpdata = {
"src': OPENPLC WRITE COILS ACK[IP].src,
OPENPLC_WRITE_COILS ACK[IP].dst,
"1 OPENPLC_WRITE_COILS ACK[TCP].sport,
1 OPENPLC_WRITE_COILS ACK[TCP].dport,
OPENPLC_WRITE_COILS ACK[TCP].seq,
ick”: OPENPLC_WRITE COILS ACK[TCP].ack,

nd': OPENPLC_WRITE_COILS ACK[TCP].window,
1

PAYLOAD = IP(src=tcpdata['src'], dst=tcpdata['dst']) / \
TCP(sport=tcpdata[ "sport’], dport=tcpdatal 'dport’],
flags="PA", window=tcpdata['wnd'], seq=tcpdata['seq'], ack=tcpdata['ack'])

Figure 5.36 Configuration of TCP and IP layers with Scapy.

5.6.2 Implementation and configuration of Modbus and
Modbus TCP layers

While Scapy does have native support for a number of protocols,
neitherModbus TCP nor Modbus are among them. But that’s not an issue
becausethe library provides the tools to build bespoke protocols from the
ground up.

The presence of two distinct layers — the Modbus TCP layer and
theModbus layer — was confirmed in the Wireshark sample. The next two
classesare added to the script with the same names as the ones in the
screenshot: thethird is optional but will make the injected packet look more

like a real one,as shown in Figure 5.37:



r", Transaction_ID},

~ Modbus/TCP
Transaction Identifier: 310
Protocol Identifier: @
Length: 8
Unit Identifier: 1

~ Modbus
.998 1111 = Function Code: Write Multiple Coils (15)
Reference Number: @
Bit Count: 5
Byte Count: 1
Data: 11

Figure 5.37 Dark background: Implementation of ModbusTCP
and Modbus layer withScapy // Light background: Example
Modbus packet extracted from Wireshark.

Scapy provides a variety of data types for use in specifying the fields ofa
protocol. Click on each field in a comparable packet recorded in
Wiresharkand see which set of digits is highlighted in the hexadecimal
display todetermine the type to give to each field. Fields that highlight two
sets of twonumbers will be of the ShortField type, whereas fields that
highlight one set oftwo numbers will be of the ByteField type, which is a 1-
byte integer (2-byteinteger), as shown in Figure 5.38:



| v Modbus/TCP
Transaction Identifier:
Protocol Identifier: @
Length: 8
Unit Identifier: 1
v Modbus

.800 1111 = Function Code: Write Multiple Coils (15)

Reference Number: @
Bit Count: 5

Byte Count: 1

Data: 11

31e

@a 20 27 ©O ©0 6c 08 ee
82 36 8b c7 40 20 40 @6
58 64 d1 9c @1 f6 b5 75
@1 f6 @3 bf ee ee e1 36
ee o5 el 11

v Modbus/TCP
Transaction Identifier:
Protocol Identifier: @
Length: 8
Unit Identifier: 1

v Modbus

.80@ 1111 = Function Code: Write Multiple Coils (15)

Reference Number: @
Bit Count: S

Byte Count: 1

Data: 11

27 7@ 45 e8 098 @0 45 10

7c 6c c@ a8 58 c9 c@ ad

9¢ 47 55 ¢1 f9 16 50 18

oo oo JE o1 of oo oo
ShortField

31e

@a 9@ 27 90 90 ©Oc 3 ee

2@ 36 8b c7 4@ @@ 4@ o6

58 64 dl1 9c @1 f6 bS 75

el f6 @3 bf ee ee e1 36
gese ee o5 [N 11
Bytekield

27 7@ 45 eB ©8 @0 45 1@
7c 6C c@ a8 58 ¢9 c@ a8
9c 47 55 c1 f9 16 50 18
20 o0 00 08 o1 ef oo o

Figure 5.38 Identification of Short Field (2-byte integer) and
Byte Field (1-byte integer)parameters using Wireshark.

5.6.3 Packet injection

After the parameters have been computed, the last steps are to use the
“I”operator to chain the packet layers and the send() function to program

theinjection, as shown in Figure 5.39:



PAYLOAD = PAYLOAD/ModbusTCP()/Modbus()

print("” INJECTING PACKET"
send(PAYLOAD, verbose=8, iface=your iface)

print(" PACKET INJECTED"
PAYLOAD.display()

Figure 5.39 Adding Modbus TCP and Modbus layers, and packet
injection.

5.7 Results

In Figure 5.40, we observe the successful execution of a cybersecurity
penetrationtesting script in action. On the left side of the screen, the
terminalwindow displays a real-time capture of network packets, indicating
the detectionof a crafted packet during the end of a communication loop
withinan industrial control system environment. This signifies the
penetrationtester’s ability to intercept and manipulate the Modbus TCP
communicationsbetween devices, a critical step in identifying system
vulnerabilities. On theright, the FactorylO simulation interface illustrates
the industrial process inquestion — a conveyor belt system with boxes and
a robotic arm, representingthe physical components of the ICS being tested.
The dual view providesa comprehensive look at both the virtual penetration
testing process and itspotential real-world impact on industrial operations,
highlighting the integratedapproach necessary for effective cybersecurity

analysis in industrialenvironments.
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Figure 5.40 Script execution and verification of attack results.

5.8 Conclusion

This chapter has highlighted the multifaceted approach to conducting
penetrationtesting in OT and SCADA environments, culminating in the
developmentand utilization of a virtual industrial cybersecurity laboratory.
Byexploring the deployment and configuration of this virtual lab, we’ve
demonstrateda safe and effective method for scanning, probing, and
attackingwithin a controlled test bench, mimicking real industrial systems.
The processesand techniques detailed herein not only fortify the security of
industrialcontrol systems but also serve as an indispensable resource for
cybersecurityprofessionals and researchers. As we navigate the evolving
landscape of cyberthreats, the necessity for advanced, accessible testing
environments becomesincreasingly apparent. The insights and
methodologies shared in this chaptercontribute significantly to a more
secure industrial future, effectively reducingthe risks associated with cyber

threats and advancing the protection of ourcritical infrastructure.
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Abstract
This study examines recent trends in cyberattacks within the healthcare
sector and suggests preventive measures to mitigate associated risks. For
that purpose, the paper explores common types of cyberattacks, attacker’s
motivations, and consequences for patients and healthcare organizations.
Proposed preventative measures include implementing robust IT security
policies, implementing effective security software, and proactive threat
monitoring and improving staff training and awareness. In the end, the
paper underlines the comparison and the difference between multiple
solutions already proposed which makes it possible to guarantee the
patient’s data security and confidentiality.
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6.1 Introduction

Over the past 10 years, there has been an increase in the frequency and
seriousness of cyberattacks against healthcare systems. Patients, healthcare
professionals, and organizations may suffer severe repercussions as a result
of these attacks, which might include ransomware attacks and data breaches
[1]. The impact of a cyberattack can be especially severe given the sensitive
nature of the data housed in healthcare systems, such as patient health
records and financial information. Overall, it is crucial to address
cyberattacks in the healthcare industry. The risk of cyberattacks keeps rising
as healthcare facilities depend more on technology to store and handle
patient data. We may endeavor to preserve patient privacy and security,
healthcare providers and organizations, and assure the continuous provision
of high-quality healthcare services by taking a close look at the current
situation of cyberattacks in healthcare and figuring out effective prevention
and mitigation techniques [2]. With an emphasis on their impact,
prevalence, and historical patterns, we will explore the current situation of
cyberattacks in healthcare in this review paper. We will also go through the
things that make healthcare systems susceptible to cyberattacks and the
steps that may be taken to stop and lessen them. We seek to provide an in-
depth understanding of the nature of healthcare cyberattacks and their
consequences for patient safety, data security, and the overall operation of
healthcare systems by a thorough analysis of existing research and scientific

literature.

6.2 Security Issues in Healthcare

The storage of data from sensors, whether they are implanted in the body,
worn on the body, or used externally, plays a critical role in the health-care
system due to the sensitive nature of the information handled and the need

for data sharing. As a result, the key challenges to be addressed include



enhancing system efficiency, reliability, and data security [3]. The 5G-IoT
healthcare system faces security risks and privacy concerns. Attacks can be
classified as either passive or active, depending on whether they intend to
collect important information but are unable to alter the original material
that compromises access or confidentiality. Attacks targeting availability,
control, integrity, and authentication such as man-in-the-middle attacks and
eavesdropping can compromise the system’s confidentiality [4]. The
integrity of the system is particularly affected by attacks like replay, data
injection, and denial-of-service (DoS) attacks. Meanwhile, attacks such as
flooding and jamming are countered through authentication mechanisms.
Some malevolent assailants employ drastic measures to pilfer confidential
data. Considering all of this, it is clear that protecting patient privacy in
healthcare is a critical issue. This indicates that the decision made by the
patient to share their data is quite significant. Patient data should be
provided in a form that allows it to be accessed by professional staff, other
members of the system network, and some sensitive information ought to
be kept private. Therefore, personal information is more susceptible to
assaults due to increased security dangers while using smart applications or
sensitive data in a smart environment. Attacks on access control
occasionally compromise data security or result from the application of
particular policies. A ciphertext-policy attribute-based encryption (CP-
ABE) technique called PASH (Privacy-Aware S-Health access control
system) was first developed by the authors in [5]. Where attribute values
and access control restrictions are hidden in encrypted Shared Health
Records (SHRs) and are only visible The decryption test was conducted
using fewer bilinear pairings in order to increase the techniqueSs efficiency.
In comparison to other methods, PASH is safe and efficient both

theoretically and experimentally. Medical sensor software solutions are



additionally difficult because developers dealing with wireless connectivity
will have greater security and privacy issues.

Confidentiality: The main concern is safeguarding private information.
Wireless Body Area Network (WBAN) nodes are regarded as significant in
healthcare systems because they hold patient private information, which
necessitates data protection and protection from illegal access. Vulnerable
data is a major overhead during transmission that undermines patient
confidence and the network. The utilization of encryption between WBAN
and the coordinators is the most effective way to address this [6].

Integrity: Any packet’s integrity needs to be upheld in order to safeguard
its accuracy and content. Data confidentiality does not provide a solution to
the external modification problem since it is simple to make alterations
while integrating message fragments, changing data within packets, and
even when transmitting message fragments. Changes in a patient’s health-
related state can be dangerous for the healthcare system and in certain
situations could result in death.

Authentication is an essential necessity for any field or application data,
including healthcare systems. As a result, nodes that are information-
bearing and a part of wireless body area networks need to be aware of

which sources to trust and which ones to avoid.

6.3 Types of Cyberattacks in Healthcare

6.3.1 Malware

Malicious software is designed in such a way that if given access to other
computer systems it performs harmful operations to obtain personal
information. Various types of malware exist, such as viruses, worms, trojan

horses, advertising software, spyware, blackmail software, etc., just to



obtain personal data, system hijack, identity stealing, and monitoring users
are the big threats to operating systems and users.
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Figure 6.1 Personal health information (PHI) reporting during
ransomware attacks [10]

Malware has 25 families, and is gradually increasing. Therefore, it is very
challenging to stop malware attacks, as all the personal data of users as well
as industries or companies are at stake [7]. Given the importance of security
in the healthcare industry, malware attacks are becoming a bigger threat. It
is a more focused sector on a global scale. The growing diversity in the
services and gadgets of the next generation of networks presents new
challenges for security [8]. Ransomware is one of the most common and

popular types of healthcare malware, and the subject of the next section.



6.3.2 Ransomware

A malicious software program known as ransomware is used to lock down
computer systems or encrypt data in order to prevent users from accessing
it. Once the files have been encrypted or access to the infected systems has
been restored, the attackers demand a ransom payment, which is typically

made in cryptocurrency [9].
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Figure 6.2 Number of ransomware attacks on US hospitals,
clinics, and other healthcare service delivery organizations, 2016-
2021[12].

6.3.2.1 General ransomware attack operation
An ordinary ransomware attack includes the following steps:

Infection: The ransomware infects the target system using a variety of
techniques, including phishing emails, malicious downloads, or taking
advantage of software flaws.

File encryption: As soon as the ransomware enters the system, it starts to

encrypt files, making them unreadable without the decryption key.



Ransom note: An explanation of the problem and directions for paying
the ransom are provided in a ransom note that the attackers post on the
hacked system after the encryption process is finished.

Payment and decryption: Should the victim decide to pay the ransom,
they typically do so in accordance with the instructions provided. The
attackers can hand over the decryption key to unlock the files or regain
system access after collecting the cash. But there is no assurance that the
assailants will keep their word. [11].

Ransomware is particularly significant in the healthcare sector due to its
potential impact on patient care and safety. The threat it poses raises serious
concerns within the industry. The ability to quickly access vital patient data
and operational systems is crucial to the healthcare industry. The following
factors highlight the importance of ransomware in the healthcare sector:

Patient safety: In order to make educated judgments concerning a
patient’s diagnosis, treatment, and medication, rapid access to patient data is
essential. Ransomware disruptions can directly affect patient safety and the
standard of treatment provided.

Privacy and confidentiality: Healthcare organizations deal with a great
deal of private and sensitive patient data. Data breaches, patient privacy
compromises, and the release of private health information to unauthorized
parties are all risks associated with ransomware attacks.

Operational disruption: Ransomware attacks that obstruct access to
electronic health records (EHRs), medical equipment, and other vital
systems can render healthcare institutions paralyzed. This interruption may
result in postponed or cancelled procedures, decreased production, and
monetary losses.

Financial consequences: For healthcare institutions, recovering from a

ran-somware assault can be expensive. They might have to pay for incident



response, system restoration, legal services, and possible fines from the
government.

Healthcare practitioners, IT staff, and policymakers must comprehend the
meaning, workings, and effects of ransomware in order to create efficient
prevention, detection, and response plans for these attacks [13].
6.3.2.2 Common methods of ransomware infection in the healthcare
sector
Phishing emails are a common tactic employed by cybercriminals to
initiate assaults within the healthcare industry. Usually, it spreads via shady
emails that are skillfully written to look authentic and include attachments
like word documents with macros or links to malicious websites. As soon as
a user engages with the malicious material, the virus quickly downloads and
takes over the computer. The malware searches the impacted machine and
any associated drives during this period for files that can be encrypted.
Phishing assaults are especially risky for the healthcare industry because
they can result in ransomware infections and data breaches, which might
seriously jeopardize patient information security and the general operations

of healthcare institutions.
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Figure 6.3 Estimated ransom demanded from U.S. healthcare
organizations 2019-2023 YTD Statista Published by Ani
Petrosyan, Nov 7, 2023.

Healthcare data breaches have increased, according to the Department of
Health and Human Services (HHS). From October 1, 2009 to December 31,
2021, 4419 breaches of protected health information affecting over 500
individuals were recorded. Of these breaches, over 800, or around 18%,
were linked to email account hacking or healthcare phishing assaults. The
most frequent attack vector in U.S. healthcare cyberattacks has been found
to be phishing; the 2021 HIMSS Healthcare Cybersecurity Survey found
that 57% of participants said that ransomware or phishing assaults were the
cause of their most serious security problem.

Using software vulnerabilities for profit: Attackers using ransomware
aggressively look for weaknesses in software programs used in the health-
care industry. Operating systems, software, and even medical devices may

include these flaws. Once these flaws are discovered, attackers use malware



to penetrate computers and launch ransomware attacks to take advantage of
them. To reduce the danger of exploitation, healthcare companies must
quickly implement security fixes and upgrades.

Compromised connections to the remote desktop protocol (RDP)
enables authorized users to log into computers from a distance. However,
unsecured RDP connections allow attackers to access systems without
authorization by using weak passwords or other security flaws. Once within
the system, they can install ransomware and encrypt the data of the
company.

Attacks along the supply chain for software, equipment, and
services: healthcare organizations rely on a variety of third-party suppliers
and ven-dors. These vendors may be the target of cybercriminals who infect
their soft-ware or systems with ransomware. Once the infected software or
equipment is installed into the architecture of the healthcare business, the
ransomware can propagate and do extensive harm. “Although health care is
not specifically mentioned in this advisory, it serves as a good reminder that
third-party tools, technology and services continue to be a major
contributing factor in some of the largest data breaches and ransomware
attacks impacting hospitals and health systems,” said John Riggi, AHA’s
national advisor for cybersecurity and risk. Three in four ransomware
attacks on hospitals result in operational disruptions (disabled electronic
health records, canceled surgeries, extended hospital stays, delays in
procedures, ambulance diversion, etc.) Healthcare businesses must
comprehend these typical ransomware infection techniques in order to put
effective protection measures in place. The danger of ransomware
infestations in the healthcare industry can be reduced with proactive
employee training, regular software updates, website monitoring, secure

remote access procedures, and stringent access controls [13].



6.3.2.3 Case studies of ransomware attacks in the healthcare sector
Examples of recent and well-known ransomware attacks in the healthcare
sector have been on the rise, resulting in significant disruptions and
financial losses. Several notable incidents highlight the severity of these
attacks:

WannaCry: In May 2017, various healthcare organizations around the
world were impacted by the WannaCry ransomware outbreak. It quickly
spread and encrypted data on impacted PCs by taking advantage of a flaw
in old versions of the Windows operating system. The disruption of medical
care, monetary losses, and need of prompt software patching were all
brought home by this attack.

SamSam: From 2015 to 2018, the SamSam ransomware targeted a
number of industries, notably the healthcare sector. Hackers who had illegal
access to networks used a manual attack strategy to manually install the
ransomware. SamSam infected a number of healthcare organizations,
resulting in extended system outages, patient data breaches, and high
ransom demands.

Ryuk: Since 2018, Ryuk, a highly advanced ransomware strain, has been
attacking healthcare organizations all over the world. It frequently gains
access to computers via phishing emails or hacked remote desktop
protocols. Ryuk, who then demands hefty ransom payments, encrypts
critical files. Financial losses, operational setbacks, and reduced patient care
have all been caused by its attacks [14].

In August 2023, a ransomware outbreak hit Prospect Medical Holdings, a
California-based healthcare institution. This attack led some locations to
close or switch to manual operations, causing disruptions in healthcare
services. The exact number of damaged sites remained unknown, but the

attack had a major impact on the company’s operations. This incident



demonstrates the increasing frequency, sophistication, and severity of
ransomware assaults on healthcare providers.

The Yuma Regional Medical Center (YRMC) was the target of a ran-
somware assault in April 2022 that exposed thousands of people’s personal
information. The hospital had to start implementing downtime protocols
following the ransomware deployment. Following an examination, it was
discovered that the attacker had been covertly using the network for four
days prior to the ransomware’s deployment. From April 21 to April 25, the
attacker kept access to the network and erased files that included SSNs,

patient names, medical records, and details about health insurance [14].

6.3.3 Phishing

Healthcare practitioners are frequently the target of phishing attacks
targeting the healthcare sector via email [15]. The employee is required to
click on a link in the email [15]. This URL appears reliable most of the
time. Hackers used the we 1 1point.com domain name to access Anthem
during their attack (Anthem was previously called Wellpoint, Inc.) [16].
Prennera.com served as the gateway for the ensuing Premera attack [17].
Employees are misled into thinking they are accessing a link from within
their own system while, in reality, they are being forwarded to a hostile
website. Once on the website, users are directed to download malicious
software or submit their credentials, which they mistakenly think would log
them into their own system but are really captured by the hackers [15].
Phishing relies on its victims’ lack of awareness and faith in the emails that
arrive in their inbox [18].

Phishing assaults are guided by the digital connections between hospital
services and patients, which are facilitated by the notable progress of
Healthcare 4.0 and its associated healthcare services. Phishing is a type of

cyberattack that targets specific devices and aims to obtain sensitive



customer information. Hackers use phishing, a social engineering attack, to
get sensitive customer information [19]. Attackers may pose as reliable
sources to a user using social media, instant chat, and email in phishing
attacks. It has been observed that from 2016 to 2019, 17% of phishing
attacks occurred, with malware accounting for 28% of the total [20]. The
NHS WannaCry ransomware attack (2017), the Anthem Data Breach
(2015), and other real-world phishing attacks all happen in real time.

The COVID-19 vaccine distribution phishing attack (2020-2021) and the
Scripps Health ransomware attack (2021) are prime examples of how
cybercriminals exploit vulnerabilities in the healthcare sector. An attacker
posing as a bank, for example, could send a victim a misleading message

stating that their account has been credited.

6.3.3.1 Phishing simulation in healthcare: A case study

As part of its annual training and risk assessment, a large Italian hospital
employing over 6000 healthcare professionals conducted a phishing
simulation. To compare the response of staff members to a generic phishing
email versus one that was tailored to them, three campaigns were issued at
around four-month intervals [21]. In the phishing assaults detailed, emails
with a first-level national domain (“.it”) imitating a hospital were sent from
a fictitious sender using a “.com” domain. These assaults fall under several
campaign categories:

First campaign: March 2019’s general phish

e The email purported to be a quarantined Microsoft email
pertaining to scales.
e To release the email, recipients were asked to click on a link and

enter password.



e The poorly grammatically presented text was displayed as an

image.
First campaign: March 2019 customized phish

» Recipients of this email were notified that they have 48 hours to
finish the required online training.

e The instruction would begin when you clicked on the provided
link

e The text contained some grammatical flaws and was customized

to the hospital’s current activities.
Second campaign: Tailored phishing (December 11, 2019)

e A Christmas bonus slated for payment on December 18 was
communicated to recipients.

e They were told to click on a link in the email in order to collect
the bonus.

e There were no obvious grammatical mistakes in this

advertisement.
Campaign 3: in combination

e This email offered a complimentary dropbox upgrade as a thank
you for your assistance COVID-19.

e In order to take advantage of the offer, recipients were urged to
click a link before December.

e As with Campaign 1, the text was not displayed as plain text, but

as an image.



The findings indicate that phishing emails with personalization are far more
likely to be clicked on. Compared to the 38% of staff members who did not
open the personalized phish, 64% of staff members did not open the general
phish during the first campaign. The click rate also showed a substantial
difference, with a significantly higher number of staff members clicking on
the personalized phish. However, because of problems brought up within
the organization, the campaigns could not be carried out as planned [21].

For a list of phishing simulation tools used in various studies, see Table 6.1.

Table 6.1 Phishing simulation tools

NO Tool name Type

[22] GoPhish OpenSource
[23] SpearPhisher BETA OpenSource
[24] King Phisher OpenSource
[25] SpeedPhish Framework (SPF) OpenSource
[26] Simple Phishing Toolkit (sptoolkit) OpenSource
[27] Phishing Frenzy OpenSource
[28] Social Engineer Toolkit (SET) OpenSource
[29] Proofpoint Commercial
[30] Lucy Commercial
[30] InfoSec Commercial
[32] Hoxhunt Commercial
[33] Cofense Commercial

[34] Mimecast Commercial




Unopened | emails | Opened |emails |% of Emails | %

opened | clicked |tc

Campaign | Standard | Custom | Standard | Custom | Standard | Custom | S
First 64% 38% 36% 62% 18% 88% 7
Second - 42% - 59% - 87% -
Third 56% - 44% - 7% - 3

6.3.4 Distributed Denial of Service (DDoS)
6.3.4.1 DOS/DDOS attacks

The denial of service (DoS) attack prevents authorized users from accessing
network resources. In a DoS attack, the attackers either swiftly send a
massive number of regular messages to a single node to exhaust system
resources, which causes the system to crash, or they exploit flaws to
produce anomalies or cripple network-based systems. Both times, intended
users are barred from using network resources or services. Because network
traffic is made up of both normal, legitimate traffic and atypical, attack-
related traffic, detecting such attacks is extremely challenging [35].
Distributed denial of service (DDoS) is an amplified DoS attack. This attack
is any attempt to interfere with a service’s normal operation in any way. The
term “distributed” (abbreviated as DDoS) refers to an attack when multiple
attacking machines (often tens of thousands) are active at the same time.

A DDoS attack targets a particular machine, service, or even the
institution’s infrastructure. Depending on the system’s design, a successful
attack prevents a service or network from operating normally and causes
quantifiable harm to the owner. A massive number of requests are sent from
numerous computers spread out over various places during a DDoS attack.

DDoS attacks pose a serious security risk to IoT-based mobile healthcare

platforms. A hacktivist was accused of spreading DDoS attacks against



Boston Hospitals in 2018 that disrupted the network for at least two weeks
[36, 37 and 38].

6.3.4.2 Methods of Distributed Denial of Service attacks
We described below some widely known basic denial of service attack
methods that are employed by the attack daemons.

SYN flood: The transmission control protocol (TCP) SYN attack, also
known as the SYN flood attack, is based on taking advantage of the typical
TCP three-way handshake. A three-packet exchange must be completed as
part of the TCP three-way handshake before a client can formally use the
service. A server responds with a SYN/ACK (synchronize/acknowledge)
packet after receiving an initial SYN (synchronize/start) request from a
client and waits for the client to send the final ACK (acknowledge). As the
server only has a small buffer queue for new connections, SYN flood
causes the server to become unable to process other incoming connections
as the queue gets full. This is because it is possible to send a large number
of initial SYNs without sending the corresponding ACKs. Considering that
the server has a limited buffer queue for new connections, a SYN flood
results in the server’s inability to process further incoming connections as
the overloaded queue becomes congested.

Smurf attack: Includes an attacker broadcasting a series of Internet
protocol (IP) broadcast addresses with a sizable amount of ICMP echo
traffic. The intended victim’s source address (a fake address) is included in
the ICMP echo packets. When an internet control message protocol (ICMP)
echo request is sent, the majority of hosts on an IP network will accept it
and respond by sending an echo reply to the source address, in this case, the
intended victim. As a result, the traffic is multiplied by the quantity of hosts
that react. There could be hundreds of machines responding to each ICMP

message on a broadcast network.



UDP flood: The user datagram protocol (UDP) flood attack is based on
the character generator and UDP echo services that are offered by the
majority of computers on a network. To connect the character generator
(chargen) service on one system to the echo service on another, the attacker
forges UDP packets. As a result, as the two services exchange characters
with one another, they use up all of the network bandwidth between the
machines. This technique can also be modified to flood a machine with
ICMP packets rather than UDP packets, which is known as ICMP flood
[39].

6.3.4.3 DDoS attacks in eHealth concept

“Electronic health,” or eHealth, is a crucial component of healthcare in the
modern world. With the help of this eHealth system, patients will be able to
easily access their medical records, and physicians will be able to diagnose
patients accurately by having a clear picture of their condition. There will
be one central component in the system (CBC). In addition to medical
information systems (MIS), which hospitals and clinics can select from the
market and set up, it will be in charge of centralized information processing
and storage.

Since eHealth systems rely on public network solutions — such as
computer networks, mobile networks, and the Internet — any issues that
may develop there will have an impact on how well the system functions as
a whole. DDoS attacks are easy to deploy because of this. Denying
someone access, however, might result in both trivial financial losses and
even fatalities. Thus, one of the most important tasks of the implementation
of eHealth systems is security against this kind of attack and early detection
of them. A scenario for e-healthcare is shown in Figure 6.4. Health
professionals are those who provide medical services, such as doctors,

nurses, and associated staff. Patients who wear sensors on their bodies to



monitor their health conditions are the consumers of the eHealth system.
Patient data confidentiality is extremely important and needs to be protected

in order to demonstrate the system’s dependability [40, 41].
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6.3.4.4 DDoS attack for COVID-19 pandemic

Attackers exploited a large number of compromised PCs during the
COVID-19 epidemic to create massive false packets, which brought down
the online healthcare website or app. Because a DDoS assault uses up
network resources fast, attackers opt to launch them during the COVID-19
time. Even a brief DDoS attack can prevent genuine users from accessing a
website or app. DDoS assaults have increased dramatically in COVID-19
compared to 2019, and they have increased by 90% overall in COVID-19
compared to the previous year. Compared to Q1 of 2019, there was an
average 24% rise in the duration of DDoS assaults in Q1 of 2020. Figure
6.5 represents the DDoS scenario in this; there are “N” compromised
machines which are represented as Attacker 1, Attacker 2 , and Attacker N.
These compromised machines are generating a large amount of traffic. Due

to this, normal users are not benefiting from online services [42].
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6.4 Prevention of in Healthcare

Article | Attacks Preventions
[43]  |Phishing - Configure and implement the selected methods
attacks

and tools inside the email infrastructure in
accordance with the needs of the company. Test
and validate all configuration layers extensively
after deployment.

Monitoring and incident response: Configure
continuous email traffic monitoring and security
events including SIEM frameworks, and design
alert tools for atypical exercises.

-Security layer selection: Choose security layers,
such as gateways, filters, and behavioral filters,

based on the evaluated data; evaluate, and rank

them in order of importance.
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Preventions

[44]

DoS/DDoS
attacks

This reference proposed a new approach
“WeTrace” by which the privacy of the user is not
compromised during sharing health-related data
on mobile apps.

[45]

DoS/DDoS
attacks

One of the earliest group methods for identifying
a DDoS attack was described by the authors of
[51].

We refer to this paradigm as the “Pushback
technique.” In this concept, a router that
experiences congestion asks the appropriate
upstream router to restrict the amount of traffic it
sends downstream.

This strategy has the advantage of saving
downstream routers’ bandwidths since upstream
routers screen all fraudulent packets and only

allow legal packets to pass through.

[46]

DoS/DDoS
attacks

- Reference [52] further suggested the “FireCol”
method for DDoS attack detection. Using this
method, an artificial perimeter of IDSs (intrusion
detection systems) is created around the target,
and these IDSs work together to identify any
attack activity based on predetermined criteria.
Users need to register with their Internet service
provider (ISP) in order to utilize these IDSs.
Each user receives a unique ID, supported
capacity, and TTL (time of subscription) upon

registration.
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[47] Ransomware
e Restore the data and recover from a

ran-somware attack by making a
backup of your crucial practice data
and storing it offline.

e Secure practice data by encrypting it.
All patient data and devices should be
encrypted and password- protected,
according to providers.

e Ensure that fundamental technical
safeguards have been put in place. The
following technological precautions
should be implemented by providers:

e Current antivirus programs
installed on computers

e Developed automated
operating system and web
browser patches.

e Strong passwords

e Pop-up blockers

6.5 The Consequences of Cyberattacks in the Healthcare Sector

6.5.1 Loss or alteration of medical data

Ransomware attacks in the healthcare industry raise serious concerns about

the loss or manipulation of medical data. Numerous studies have



highlighted instances of ransomware in the healthcare industry, highlighting
the loss of medical data and the repercussions for healthcare organizations.

Studies have demonstrated that ransomware attacks can result in the loss
of vital healthcare data such as test results, patient records, and medical
photographs.

Due to the fact that healthcare professionals largely rely on precise and
current information to make wise medical decisions, this loss may have
very negative effects on patient care. Patient safety may be jeopardized by
inaccurate treatment plans, delayed diagnosis, or nonavailability of medical
data.

Research has also looked into the unapproved modification of medical
data by online criminals. Attacks by ransomware that target healthcare
companies have the ability to alter or distort patient records, test findings,
prescription information, or other medical data. Such changes run the risk
of leading to serious problems like incorrect diagnoses, ineffective
therapies, and patient harm. When it comes to ensuring efficient and secure
healthcare delivery, the integrity and reliability of medical data are crucial.

The potential for data modification and its potential effects on treatment
choices have alarmed the healthcare sector. To defend against ransomware
attacks and stop illegal data modifications, healthcare organizations must
employ strong cybersecurity measures, such as access limits, data
encryption, and data backup systems. Continual staff training and
awareness campaigns are also necessary to inform healthcare personnel
about the risks.

In conclusion, the healthcare industry faces major hurdles and hazards as
a result of the loss or manipulation of medical data caused by ransomware
attacks. To protect the integrity of patient data and sustain the caliber of

medical choices, healthcare organizations must prioritize cybersecurity



measures, make investments in secure systems, and remain attentive against

evolving cyber threats.

6.5.2 Consequences of phishing attacks

Misuse of stolen credentials: Once login information has been taken by
hackers, it can be used in a number of ways. Hackers frequently check
compromised user mailboxes for spreadsheets or documents containing
personnel or patient PII. When sensitive identifiers like social security
numbers and birth dates are present, this stolen personally identifiable
information (PH) is especially valuable. The use of stolen identities for
financial fraud, such as the filing of fraudulent tax returns or credit
applications, can be done through local criminal networks or black markets.

Network credential fraud: Other fraud schemes can be carried out using
stolen network credentials. For instance, in order to access payroll systems
and change the direct deposit destinations to bank accounts they control,
hackers occasionally use stolen credentials. This gives them the opportunity
to steal salaries.

Amplification of phishing attacks: Phishing attempts can seem to come
from someone the user knows, which is partially explained by the fact that
hackers routinely utilize stolen credentials to start additional phishing
assaults. As these users frequently have access to create new accounts,
modify account privileges (e.g., granting additional privileges to other
users), or directly access databases and file servers, circumventing standard
security and monitoring measures, hackers specifically seek credentials
with high privileges, such as those belonging to network administrators.

Bridgehead establishment and malware attacks: Once credentials
have been stolen and the network has been infiltrated, hackers might create
a “bridgehead” to launch further operations, including the malware

installation. Hospitals have recently been the subject of ransomware attacks,



which pro-longed downtime and, in some cases, required ransom payments.
Although it appears that attackers used methods other than phishing to carry
out these attacks on the Hollywood hospital, phishing credentials continue
to be an extremely effective strategy for carrying out more advanced
malware attacks.

Reputational damage and additional costs: In addition to the
immediate repercussions, firms that fall prey to phishing risk reputational
damage and additional expenses, including as regulatory penalties, patient
compensation for direct harm, and the cost of identity theft and credit
monitoring services. Due to the market’s rapid development, insurance
plans are available to shield firms against some of these dangers. However,
it might be difficult to measure some components of the risk, such as

reputational harm [48].

6.5.3 Examination of the different forms of cyberattacks that
can disrupt operations and health services

The healthcare sector is highly vulnerable to attacks due to its sensitive and
critical nature. Any disruption in its services, even a minor delay or
shutdown, can have severe consequences for patient safety. Cyberattacks
encompass various threats, including brute force and denial of service
attacks, phishing and malware usage, and social engineering techniques to
compromise security. Malware known as ransomware is a serious risk to
healthcare organizations. Across all industries, there was an average of 4000
ransomware assaults each day in 2016, a 300% rise over 2015. One of the
top three global businesses hit hardest by ransomware is healthcare.
Hospitals were impacted by an attack on the UK’s National Health Service
(NHS), which also damaged their radiography and blood product
refrigeration systems. In 2017, there was an attack on Grozio Chirurgija,

while in 2018 hackers gained access to the system of the Centers for



Medicare and Medicaid Services. Due to a zero-day vulnerability in 2019,
data from the Health Sciences Authority (Singapore) was exposed.
Additionally, Unit Pint Health experienced two data breaches in 2019. In
March 2019, hackers infected Life Bridge Healthcare systems with malware
in order to steal sensitive data. As a result of these attacks, healthcare
professionals no longer have access to crucial virtual records that contain
details on comorbidities, allergies, and current medicines, endan-gering
patient safety. Sensitive health information breaches and exposures can also
have a negative impact on people’s personal and professional lives, leaving
them open to blackmail. Additionally, utilizing personally identifiable
information about patients, fraudsters can commit a number of crimes, such
as identity theft and medical fraud. Overall, the number of computer
malware attacks has quadrupled in the past two years, with the healthcare
sector becoming one of the most targeted industries worldwide [49, 50 and
51].

6.5.4 Consequences of Distributed Denial of Service (DDoS)
attacks
Distributed denial of service (DDoS) attacks are commonly used by
hacktivists and cybercriminals to overwhelm a network, rendering it
inoperable. This poses a significant problem for healthcare providers who
rely on network access for essential patient care and communication, such
as emails, prescriptions, and records. While some DDoS attacks occur by
chance, many specifically target victims for social, political, ideological, or
financial reasons related to a situation that has provoked the threat actors.
An example of such an attack took place in 2014 at Boston Children’s
Hospital. Anonymous, a well-known hacktivist group, launched a DDoS
attack against the hospital following a contentious case involving the

referral of a 14- year-old patient to state custody due to a disagreement



between doctors and parents regarding the child’s illness. Doctors believed
the child’s condition was psychological, while the parents sought additional
treatments for a disorder they believed the child had. The custody dispute
brought Boston Children’s Hospital into the spotlight, and some, including
members of Anonymous, saw it as a violation of the girl’s rights. In
response, Anonymous conducted DDoS attacks that not only affected the
hospital’s network but also caused Internet outages for Harvard University
and its affiliated hospitals, which shared the same network. These
disruptions lasted for nearly a week, preventing some patients and medical
staff from accessing online accounts for appointments, test results, and
other vital case information. The Boston Globe reported that the hospital
had to spend over $300,000 to respond to and mitigate the damage caused
by the attack, as stated in the arrest affidavit of the attacker.

6.5.5 Impacts of cyberattacks in the healthcare sector on
reputation and financial costs

Cyberattacks have long-term economic and financial consequences and
impact in the health sector. Among its first impacts was the loss of
confidence of patients in the ability to talk about their personal data and
medical data. They are classified as sensitive data. Another consequence is
the significant costs related to the restoration of the information system, that
is to say the costs to repair the damage caused by a cyberattack. In the event
of personal data theft or any malicious action due to a cyberattack, hospitals
may face legal and regulatory action for this alleged reason under data

protection laws or other regulations [52].
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6.6 Conclusion

In conclusion, various cyberattacks pose an increasing threat to the
healthcare industry. Some of the frequent strategies used by hostile actors tp
target healthcare businesses include supply chain attacks, SQL injection,
phishing, DDoS assaults, APTs, insider threats, malware infections, social
engineering attacks, insider data theft, and ransomware. Aside from
disrupting patient treatment, these attacks have the potential to cause
financial losses, patient privacy violations, and compromises of vital
healthcare systems. Recognizing the seriousness of these cyber threats and
taking proactive steps to strengthen their cybersecurity defenses are
essential for healthcare businesses. To effectively mitigate and recover from
assaults, this entails putting in place strong security measures, doing
frequent risk assessments, educating staff members about online dangers,
and creating incident response plans. Healthcare businesses may better
protect patient data, guarantee the integrity of health-care systems, and keep
patients’ trust by remaining attentive, investing in cybersecurity
infrastructure, and establishing a culture of security. In order to defend
against cyberattacks and secure the future of healthcare, there must be

ongoing research, information exchange, and collaboration in the sector.
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Abstract

This research delves into the strategic utilization of red teaming to enhance
the security of digital instrumentation and control (I&C) systems within the
operational technology (OT) framework of the industrial construction chain.
This study meticulously explores the nuances of red teaming engagement
specifically tailored for OT environments. The paper introduces a novel and
cost-effective  approach to establishing an industrial control
system/operational technology (ICS/OT) test environment through
virtualization. This innovative setup enables the practical execution of
cybersecurity testing and logic programming within a simulated industrial
context. The main focus of this research is to contribute valuable insights to
the proactive defense against cyber threats within the intricate landscape of
OT environments. By addressing the unique challenges posed by the

industrial construction chain, the study aims to provide practical solutions
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and recommendations for fortifying the digital infrastructure of critical
systems. This research serves as a significant step forward in advancing the
understanding of red teaming strategies within the context of OT security,
ultimately contributing to the broader field of cybersecurity in industrial
settings.

Keywords: Red teaming, digital instrumentation and control systems,
operational technology, industrial construction chain, cybersecurity testing,

logic programming.

7.1 Introduction

In the ever-evolving landscape of operational technology (OT), where the
convergence of industrial processes and digital frameworks is inevitable,
the imperative to fortify against cyber threats becomes increasingly
paramount. Analogous to critical infrastructure endeavors, the OT
environments within the industrial construction chain confront the
formidable challenge of securing digital instrumentation and control (I&C)
systems [1].

At the forefront of this discourse lies the strategic adoption of red
teaming, a proactive approach pivotal in the identification and mitigation of
vulnerabilities. This research paper systematically investigates the
application of red teaming within the OT domain, drawing parallels with the
cybersecurity concerns prevalent in complex systems. This study
orchestrates a parallel exploration within the OT sphere, elevating the
prominence of our understanding. Emulating a meticulous methodology, the
paper navigates through the intricate landscape of red teaming engagement
specifically tailored for operational technology environments. The structural
framework minors the establishment of a cost-effective industrial control

system/operational technology (ICS/OT) test environment through



virtualization. This involves the deployment of virtual machines that
simulate essential components such as routers, PL.Cs, and HMI. Network
configurations are managed by pfSense, while OpenPLC and ScadaBR find
their place on Ubuntu servers. To simulate a physical process, FactorylO,
integrated with OpenPLC, comes into play. This comprehensive setup
facilitates practical cybersecurity testing and logic programming within the
context of a simulated industrial setting. Our research delves into the
strategic utilization of red teaming to enhance the security of digital I&C
systems within the OT framework of the industrial construction chain.
Through meticulous investigation and parallel exploration within the OT
sphere, we’ve navigated the intricate landscape of red teaming engagement
tailored for operational technology environments [2].

The primary findings unfold in two phases. In Phase 1, we establish a
cost-effective ICS/OT test environment through virtualization, deploying
virtual machines simulating essential components. This setup enables
practical cybersecurity testing and logic programming within a simulated
industrial context [3].

Advancing into Phase 2, our red team campaign for the ICS/OT
environment involves gaining access to the OT network, orchestrating
simulated damage to assess defense resilience. This adversarial emulation
mirrors realworld threats, offering insights for defense fortification,
malware detection, employee training enhancement, and strategic
counteraction of advanced persistent threat (APT) tactics.

Guided by the red team kill-chain and integrating the MITRE ATT&CK
framework [4], our methodology systematically breaks down attack
structures into distinct phases, providing a nuanced understanding of

adversaries’ tactics. This comprehensive approach contributes valuable



insights to the proactive defense against cyber threats in the intricate
landscape of OT environments.

This chapter significantly advances the understanding of red teaming
strategies within the context of OT security, making noteworthy
contributions to the broader field of cybersecurity in industrial settings. The
introduction reminds us of the imperative to fortify against cyber threats in
the everevolving landscape of OT, setting the stage for a comprehensive
exploration of red teaming’s strategic application tailored for operational

technology environments.

7.2 Background and Related Works

In the last decade, there has been a pronounced escalation in the recognition
and prioritization of OT cybersecurity. A pivotal event contributing to this
shift was the Stuxnet attack in 2010, which targeted the Iranian Nuclear
Program, marking one of the earliest instances of a cyberweapon causing
industrial damage to a nation-state’s activities [5]. The attack specifically
aimed at programmable logic controllers (PLCs), inducing centrifuge speed
fluctuations in uranium enrichment facilities, resulting in operational
shutdowns. Subsequent to Stuxnet, a surge in cyberattacks on industrial
control systems (ICS) ensued, particularly targeting critical infrastructure
networks. Recent notable incidents include the attack on a Florida town
water supply in February 2021 [6] and the DarkSide attack on the US
Colonial Pipeline infrastructure in May 2021 [7].

The escalating frequency of cyberattacks on these critical systems
prompted significant investments by governments and organizations
worldwide to fortify their defenses. For instance, the European Union
Agency for Cybersecurity (ENISA) implemented the EU Network and
Information Security Directive (NIS Directive) in 2016, emphasizing

critical infrastructure cybersecurity across the European Union [8].



Additionally, individual countries, such as the UK and the USA, introduced
their strategies to bolster defenses against cyber threats targeting critical
infrastructure, exemplified by the UK’s Cyber Assessment Framework [9]
and the USA’s NIST Framework for Improving Critical Infrastructure
Cybersecurity [10].

Surveys conducted over the past decade, such as those by the US
Government Accountability Office [11] and Westby [12], revealed critical
security gaps within the governance of security for critical infrastructure
(CI) organizations. These gaps encompassed issues like information sharing
mechanisms, cyber awareness, security features in critical infrastructure
networks, and metrics for evaluating cybersecurity capabilities. Despite
subsequent advances in standards and guidelines, as indicated by a more
recent survey [83], the widespread adoption of these measures remained
minimal, particularly in ICS and critical national infrastructure (CNI). The
surveys underscored the need for comprehensive preparation for incidents,
including security assessments such as penetration testing, identified as a
crucial phase in enhancing cyber incident response and recovery
capabilities.

The challenges in implementing adversary-centric assurance techniques,
like penetration testing, were evident due to the skill gap between OT
engineering and general penetration testing. The safety-critical nature of
ICS posed additional constraints. According to a survey by the SANS
Institute [13], OT stakeholders emphasized security assessments and
initiatives to bridge the IT/OT gap as top priorities. However, concerns
about disrupting operational processes led to limited adoption of
comprehensive security testing methods.

Various works have addressed the concerns raised in surveys, proposing

solutions to enhance the cybersecurity posture of ICS environments.



Conklin [14] highlighted the challenges of applying IT-specific
methodologies in an industrial context, suggesting the incorporation of
resilience alongside the confidentiality, integrity, and availability (CIA)
triad. Song et al. [15] recommended penetration testing in the cyber risk
assessment process for I&C systems within nuclear power plants, albeit
acknowledging potential disruptions. Murray et al. [16] discussed the
cultural differences between IT and OT, emphasizing the need for
adjustments in the convergence of the two technologies. Knowles et al. [17]
emphasized simulated security assessments, including penetration testing,
as a means to generate audit evidence and enhance risk posture in ICS. Dos
Santos [18] illustrated the vulnerability of building automation systems
(BAS) to straightforward network protocol attacks. Additionally, exploiting
both known and undisclosed zero-day vulnerabilities, our study introduces
what we believe to be the first BAStargeted malware. This malware can
maintain its presence in the BAS network by using connected OT and IoT
devices. Our findings underscore the critical nature of BAS networks,
comparable to industrial control systems, and call for increased vigilance
from industrial and academic spheres. Demonstrations in a controlled
setting showed that these proof-of-concept attacks could be executed with
minimal financial and resource investments, suggesting that sophisticated
attackers could increasingly target BAS networks, potentially affecting
thousands of individuals. Staves et al. [19] assessed the implications by
applying such security testing methods to an industrial control system
prototype. The outcomes indicate that older OT systems are generally more
vulnerable to disruptions from these tests, whereas updated OT systems,
equipped with advanced hardware and optimized software, display
enhanced resistance to the security testing tools and tactics. This leads to

the establishment of defined criteria necessary for conducting adversary-



focused security testing in OT environments, ensuring that the risk posed by
these methods to the operational continuity is thoroughly assessed and
managed.

While existing research underscores the benefits and challenges of
adversary-centric security testing, there is limited detail on the technical
considerations differentiating IT and OT environments for safe testing. The
subsequent sections of this paper delve into a technical analysis of
cybersecurity considerations specific to OT environments compared to
traditional IT environments. Additionally, the paper analyzes how these
distinctions influence the execution of security engagements, such as

penetration tests.

7.3 Methodology

In this section, we delve into the methodology employed for executing
adversary-centric security testing, specifically focusing on both information
technology (IT) and OT environments. The methodology is structured to
ensure a comprehensive understanding of defense and response capabilities
in the face of potential cyber threats, with a detailed exploration of red

teaming methodologies tailored for OT setting.

7.3.1 Adversary-centric security testing preparation
The initial facet of the methodology elucidates the rationale behind
conducting adversary-centric testing. This involves highlighting its pivotal
role in the cybersecurity lifecycle, emphasizing its critical significance,
especially in safeguarding critical infrastructure with high stakes. The
section delves into cyberattack implications on critical infrastructure,
underscoring the need for robust and effective preparation.

In OT environments, a nuanced examination of red teaming is essential.

The methodology addresses the relatively limited adoption of



adversarycentric testing in OT and unravels the intricacies surrounding this
hesitancy. Specialized expertise emerges as a crucial factor, as the critical
nature of OT systems necessitates highly specialized and meticulously

vetted teams for effective testing.

7.3.2 Frameworks for adversary-centric security testing

Moving forward, the methodology introduces and dissects two prominent
frameworks employed for adversary-centric security testing: the Lockheed
Martin cyber kill chain (CKC) and the SANS ICS Cyber Kill Chain. The
CKC’s seven-step model, elucidated in detail, forms the backbone of
understanding adversary tactics, techniques, and procedures (TTPs).
Simultaneously, the ICS-specific CKC, with its two-stage approach, hones
in on the distinct stages of cyber intrusion preparation and execution and
ICS attack development and execution.

Complementing these models, the methodology integrates the MITRE
ATT&CK and MITRE ICS ATT&CK frameworks, offering a knowledge
base rooted in real-world observations. These frameworks categorize TTPs
based on attack types, providing defenders with actionable insights into

countering real-world cyber threats.

7.3.3 Technical depth in adversary-centric testing
The third phase of the methodology accentuates the need for technical depth
in adversary-centric testing. By leveraging the MITRE frameworks, the
analysis extends beyond high-level models, delving into the technical
nuances of TTPs. The real-world observations forming the foundation of
these frameworks contribute to a nuanced understanding of potential
threats, enhancing the actionable intelligence available to defenders.
Customization emerges as a critical consideration, with the methodology

acknowledging the necessity for a tailored approach based on the specific



goals of each engagement whether it be red team exercises or vulnerability
scans, the selection and application of TTPs vary, ensuring a targeted and

effective testing process.

7.3.4 Considerations for IT and OT systems

The penultimate segment of the methodology draws attention to the distinct
characteristics of industrial control system (ICS) networks. The complexity
and sophistication required in ICS attacks prompt integrating a specialized
ICS CKC model. The relevance of the MITRE ICS ATT&CK framework is
underscored, particularly in addressing the intricacies of cyber—physical
attacks within ICS environments.

Operational considerations, characterized by the dependency-based
nature of the CKC, are reiterated. This emphasizes the need for a dynamic
and flexible approach that allows revisiting previous steps based on the
evolving threat landscape. In the context of ICS testing, technical
specificity is paramount, and the methodology acknowledges the necessity

for frameworks tailored explicitly to industrial control systems.
7.4 Experiments

7.4.1 Setting up the virtual architecture

In the pursuit of comprehensively examining cybersecurity risks within OT
infrastructures, a model was meticulously crafted to emulate a genuine
construction chain. This deliberate approach facilitated an in-depth analysis
of the system’s behavior and its defense mechanisms against external
threats. In tandem with this investigation, various defense mechanisms,
including firewalls, were strategically implemented. Figure 7.1 shows the

proposed architecture.
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Figure 7.1 The proposed architecture.

The virtual architecture underwent careful construction, incorporating
several components to simulate a router, PLC, and human—machine
interface (HMI). The intricate orchestration extended to the expert
management of network configurations by pfSense, complemented by the
implementation of OpenPLC and ScadaBR on Ubuntu servers. Further
enhancing the realism of the simulated environment, FactorylO was
seamlessly integrated with OpenPLC to emulate a tangible physical
process. This comprehensive setup not only enabled practical cybersecurity
testing but also facilitated logic programming tailored for a simulated
industrial context. To contextualize these efforts within the broader

architecture:

e ICS: Industrial control system. This encompasses the
amalgamation of hardware and software designed to oversee and
regulate industrial processes.

e OT: Operational technology denotes the application of

technology to govern physical processes, focusing on industrial



control systems, Scada systems, and other technologies specific
to operational processes.

e PLC: Programmable logical controller. A vital digital device
utilized in industrial automation to control machinery and
processes, ensuring efficient operation within manufacturing
environments.

e HMI: Human—machine interface. An interface facilitating user
interaction with machines, presenting data, and enabling control,
often through touchscreens or graphical displays.

e ScadaBR: An open-source supervisory control and data
acquisition (SCADA) system engineered to monitor and control
industrial processes, providing a user-friendly interface for
managing complex systems.

e PfSense: An open-source firewall and routing software platform
enhancing network security, commonly employed to safeguard
and manage communication in industrial systems.

e FactorylO: A simulation software employed for crafting realistic
industrial environments within a virtual setting, enabling the
testing and development of control systems within a simulated

context.

Our design is intricately woven around the services provided by the
machining center, a pivotal station designed for the production of lids and
bases from raw materials. The operational sequence unfolds with the
articulated robot poised at the entry bay, patiently awaiting the placement of
raw materials. Upon detection of new material, a seamless process is
initiated as it is loaded into the CNC machine, kickstarting the

manufacturing of the intended item. It’s worth noting that each item type



undergoes a distinct production interval, with lids requiring 6 seconds and
bases 3 seconds.

Upon the culmination of this precision manufacturing operation, the
robot delicately places the freshly crafted item on the exit bay. This design,
rooted in the functionality of the machining center, not only ensures the
efficient production of lids and bases but also orchestrates a seamless and
automated workflow. The precision and timing intricacies embedded in the
design guarantee a streamlined and optimized manufacturing process,
aligning with the demands of modern industrial practices, as shown in
Figure 7.2.

W ity 11

Figure 7.2 The formulated design.

7.4.1.1 Integration of OpenPLC with FactorylO
To integrate FactorylO with OpenPLC, we navigate to the OpenPLC web
portal. Once inside, we access the “Slave Devices” tab to configure the
FactorylO driver as a slave device, considering the following
considerations:

Device type: Must be a generic Modbus TCP device.

SlaveID: Can be any integer greater than 0 but must match the one previously configured in the
FactorylO driver.



IP addresses: Identical to those previously configured in the FactorylO driver.

IP port: 502 is the default Modbus TCP port; it is recommended to keep it as default, although it
can be changed as long as it is correctly set in the FactorylO driver.

Discrete inputs: Starting from 0 and ending at the required number of inputs.

Coils: Starting from 0 and ending at the required number of inputs.

Input registers: They are a type of memory location within a PLC or similar system that holds
data representing input values.

Holding registers — Read: Locations that store data in a PLC or similar device. The term
“Read” indicates that these registers are intended for reading data.

Holding registers — Write: Holding registers for writing are memory locations used for storing
data. The term “Write” signifies that these registers are intended for receiving new data values.

7.4.1.2 Programming the control logic

To enable the functionality of the machining center, a code programmed
through OpenPLC is essential. The system incorporates a sensor named “I
201BCO01 Arrivedsens” designed to detect the arrival of parts. Subsequently,
these parts are directed to the machining center identified as “Machining-
Center201MCO01.” Within the machining center, a sensor denoted as “T
201BCO2EntrySens” serves the purpose of detecting when a part enters the
machine, Figure 7.3 shows the coding of the model.

Figure 7.3 The coding of the model.

Furthermore, the machining center is equipped with various other

sensors, including:



o I PartArrived: Detects the arrival of a at the center.

o I PartEXxit: Identifies when a exits the center.

e I MachiningCenterOpen: Determines the status of whether the
center is

e I MachiningCenterBusy: Indicates when the machining center
is in operation.

e I 201MCO01 Error: Detects errors within the machining center.
Additionally, the machining center features several outputs, such
as:

o StartsignalMachiningCenter: Initiates the machining center.

e MachineCenterStop: Halts the operation of the machining
center.

e Qz01MCO1Start: the commencement of the center.

¢ QMachineCenterProduceLids: Indicates that the machining
center is actively producing lids.

e Q 201IMCO01 ProducingLids: Conveys the ongoing lid
production status.

e QMachineCenterProgress: Communicates the progress of the
machining center.

* Q MachineCenterProduced: Signals the successful production
of a lid by the machining center.

e Q 201MCOIDisplay: Transmits information to the display,

reflecting the status of the machining center.

7.4.2 Launching a red team campaign for ICS/OIT
environment

Embark on a targeted red teaming campaign dedicated to ICS/OT
penetration testing, with the overarching goal of evaluating and fortifying

the security of our industrial systems. The mission involves gaining access



to the OT network with the intent to simulate potential damage to the
factory. Red teaming, within this context, entails the emulation of
comprehensive attacks on both digital and physical security aspects of a
company, mirroring the strategies employed by real adversaries. This
strategic approach offers invaluable insights for bolstering defenses,
identifying potential malware threats, refining employee training programs,
and countering APT tactics. Subsequently, the findings from red team
exercises serve as crucial input for blue teams, comprising security
professionals who utilize the results for mitigation and verification
purposes.

The concept of adversary emulation involves replicating the tactics of a
specific adversary to evaluate and enhance an organization’s defensive
measures. This process focuses keenly on understanding and countering the
adversary'’s tactics, TTPs through a structured methodology.

A pivotal element within the red teaming strategy is the red team
killchain — a methodological cybersecurity model systematically breaking
down the structure of an attack into distinct phases. This model aids
cybersecurity teams in comprehending the intricacies of attacks, their
structural components, and the tactics employed by adversaries at each
stage. In our pursuit of structured adversary emulation, we leverage the
MITRE ATT&CK framework. This framework provides a systematically
organized kill chain, offering a robust structure for guiding our approach to

adversary emulation within the cybersecurity landscape.

7.4.2.1 Essential elements and technologies in red teaming

In the dynamic landscape of cybersecurity, the effective mitigation of
threats requires a comprehensive understanding and strategic utilization of
key components and technologies. This discussion centers on pivotal

elements such as cyber threat intelligence (CTI), tactics, TTPs, advanced



persistent threats (APTs), the cyber kill chain, and advanced threat
intelligence platforms. Each plays a distinctive role in fortifying defense
mechanisms and contributing to a proactive cybersecurity posture.

CTI: CTI serves as a crucial informant for defenders, offering insights
into adversary actions. Red teams leverage CTI for the simulation of
offensive tactics.

TTPs: TTPs encapsulate the methodologies employed by threat actors.
Both red and blue teams analyze TTPs to decipher adversary objectives,
strategies, and execution plans.

APT: APTs represent clandestine and persistent threat actors, often
nation-states or state-sponsored groups, infiltrating computer networks
discreetly and remaining undetected for prolonged periods.

Cyber kill chain: The cyber kill chain outlines the sequential steps an
attacker takes, commencing with reconnaissance and culminating in

decisive actions on predetermined objectives.

7.4.3 Threat intelligence platforms
Mitre ATT&CK: Mitre ATT&CK serves as a comprehensive global

repository of real-world APT tactics, techniques, and procedures.
Cobalt Strike or Caldera: Platforms like Cobalt Strike or Caldera are
purpose-built for adversary simulation and red teaming exercises,

enhancing overall cybersecurity resilience.

7.4.3.1 Red team engagements

Success in an engagement hinges on meticulous planning and seamless
communication among all stakeholders. Campaign planning, a fundamental
aspect, involves aligning client objectives and rules of engagement to

formulate comprehensive plans and documents for red team activities. Both



internal and external red teams adhere to distinct methodologies and
documentation for effective planning.

Client objectives, a linchpin in the process, play a pivotal role in shaping
planning, documentation, and focus — whether broad or specific. A
welldefined set of plans, borrowing from military operations, ensures
precise communication and documentation, offering four plans of varying
depth and coverage. The red team campaign comprises multiple essential

documents, which are described below.

7.4.4 Engagement documentation

CONOPS (Concept of Operations): This initial document provides a
highlevel overview of the red team engagement process. The CONOPS is
crafted to be concise, easily comprehensible for the client, and delineates
the approach and conduct of the engagement.

Resource plan: This document furnishes a detailed overview,
encompassing dates and allocated resources.

Operation plan: Offering intricate details of the engagement, this plan
serves as a comprehensive guide.

Mission plan: Internally focused, the mission plan is tailored specifically
for the red team.

Rules of Engagement (RoE): RoE, binding legal guidelines, delineate
client objectives, expectations, and responsibilities in engagements. These
rules set the parameters for a successful and ethically sound red teaming

process.

7.4.5 Operation OT down
The OT down operation involves the compromise of the virtual OT
architecture. The primary objective of this operation is to circumvent the

defensive mechanisms inherent in the architecture and instigate the



disruption of the construction chain within the factory. To achieve this goal,
the red team employs a variety of techniques and tactics, which will be

elaborated upon in the subsequent sections.

7.4.5.1 Caldera

Caldera stands as an open-source framework meticulously designed to
execute autonomous adversary emulation exercises with utmost efficiency.
Its primary purpose is to facilitate the emulation of real-world attack
scenarios, allowing users to evaluate the efficacy of their security defenses
comprehensively. Beyond its emulation capabilities, Caldera provides a
modular environment tailored for red team engagements. This environment
supports red team operators in the manual execution of tactics, TTPs, while
concurrently aiding blue teamers in automating incident response actions.
Notably, Caldera is constructed upon the foundation of the MITRE
ATT&CK framework and remains an active research project at MITRE,
with due credit accorded to MITRE for its creation.

Security analysts can leverage the Caldera framework across various
scenarios, with common use cases including;:

Autonomous red team engagements: Caldera is originally designed for
this purpose, emulating known adversary profiles to identify vulnerabilities
across an organization’s infrastructure. This use case serves as a means to
test defenses and enhance the team’s threat detection capabilities.

Manual red team engagements: Caldera offers customization
capabilities for red team engagements, allowing the adaptation of adversary
profiles based on specific needs. This flexibility enables the replacement or
extension of attack capabilities, particularly when the execution of a custom
set of TTPs becomes necessary.

Autonomous incident response: Blue teamers can harness Caldera for

automated incident response actions through deployed agents. This



functionality proves valuable in identifying TTPs that may elude detection

or prevention by other security tools.

7.4.5.2 Unpacking Caldera

Prior to delving into the operational aspects of the Caldera interface, it is
essential to explore the foundational terminologies that underpin its
functionality. This knowledge serves as a prerequisite for a comprehensive
understanding of the framework, allowing for tailored adjustments to align
with specific engagement requirements. Let’s take a brief walkthrough of
key elements introduced in this context.

Agents: Programs maintaining continuous connection with the Caldera
server, responsible for retrieving and executing instructions.

Abilities: Tactical techniques and procedures (TTP) implementations
executed by agents.

Adversaries: Aggregations of abilities associated with a known threat
group.

Operations: Instances where abilities are executed on groups of agents.

Plugins: Extensions providing additional functionalities beyond the core
utilization of the framework.

1) Agents: In line with their nomenclature, agents within Caldera refer to
programs maintaining a continuous connection with the Caldera server,
facilitating the retrieval and execution of instructions. The communication
between these agents and the Caldera server occurs through a predefined
contact method, initially established during the agent’s installation process.

During installation, agents can be categorized into specific groups either
through command line flags or by editing the agent in the user interface
(UI). These groups play a crucial role during the execution of operations,
guiding the framework on which agents to target with specific abilities.

Furthermore, the assignment to groups determines the categorization of an



agent as either a red or a blue agent. Agents belonging to the blue group are
exclusively accessible from the blue dashboard, while agents in other
groups remain accessible from the red dashboard.

2) Abilities and adversaries: In the Caldera framework, an ability
represents a specific implementation of a MITRE ATT&CK technique that
agents can execute. These abilities encompass crucial information,

including:

Commands slated for execution

Compatible platforms and executors (e.g., PowerShell, Windows
Command Shell, Bash)
Payloads to be included

Reference to a module

Adversary profiles, on the other hand, aggregate wvarious abilities,
showcasing tactics, TTPs associated with a specific threat actor. The
selection of an adversary profile dictates the abilities that an agent will
execute during an operation. For instance, the image below illustrates the
abilities listed under the Alice 2.0 adversary profile, with each ability linked
to a MITRE ATT&CK tactic and the corresponding techniques slated for
execution.

3) Operations: As the nomenclature implies, operations within Caldera
involve the execution of abilities on specific agent groups. The definition of
adversary profiles dictates the set of abilities to be executed, while agent
groups determine which agents will perform these abilities.

During execution, the planner functionality enables the determination of
the sequence in which abilities are executed. Notable examples include:
Atomic: Abilities are executed based on the atomic ordering, aligning

with the principles of atomic red team.



Batch: All abilities are executed simultaneously.

Buckets: Abilities are grouped and executed according to their ATT&CK
tactic.

This planner feature affords users control over the execution order,

In addition to the aforementioned terminologies, comprehension of the
following concepts is imperative for configuring an operation:

Fact: Identifiable information about the target machine, crucial for the
proper execution of certain abilities. Facts are sourced or acquired by
previous abilities.

Obfuscators: Configurations specifying the obfuscation of each
command before execution by the agent.

Jitter: The frequency at which agents check in with the Caldera server.

4) Plugins: Given its open-source nature, Caldera experiences expansion
through various plugins, enhancing the framework’s core functionalities.
Users have access to several default plugins embedded within Caldera for
use in adversary emulation exercises. A few noteworthy examples include
— Sandcat — One of the agents integrated into Caldera, offering the
capability for extension and customization through this functionality.

Training: A gamified certification course designed to facilitate the
learning of Caldera.

Response: An autonomous incident response plugin, which will be
elaborated on in subsequent tasks.

Human: Allows users to simulate “human” activity, introducing a benign
and realistic element to the environment.

Caldera for OT purpose: An extension of the core functionality tailored
for integration into the OT environment. Figure 7.4 shows the block

diagram.
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Figure 7.4 Block diagram.

7.4.5.3 Tactics and techniques used in operation OT Down.

In the orchestrated operation OT Down, the strategic focus was directed
toward the deliberate deployment of tactics and techniques across various
stages of the kill chain. The initiation of the operation involved the first
stage access, where a spear phishing attachment was employed, executed
through the phishing [T1566] tactic. Subsequently, the command and
control stage was marked by the establishment of communication with a C2
server, utilizing the C2 server communication [T1043] technique.

The reconnaissance phase honed in on point & tag identification [T0861],
employing specific techniques such as Modbus read coils, Modbus read
holding registers, and Modbus read input registers to glean critical
information. The weaponization stage, with a focus on the manipulation of
control [T0831] tactic, saw the implementation of Modbus write multiple
coils and Modbus write multiple registers for impactful actions.

As the operation progressed into the delivery phase, the manipulation of
control [T0831] tactic persisted, introducing Modbus fuzz coils and
Modbus fuzz registers to augment the attack’s effectiveness.

The overarching objectives of this engagement were centered on the
identification of system misconfigurations and network wvulnerabilities,

evaluation of the overall security posture and response mechanisms, and an



assessment of the potential impact through data destruction and endpoint
denial of service. This comprehensive approach facilitated an in-depth
exploration of potential vulnerabilities within the operational technology

environment.

7.4.5.4 Initial access

As illustrated in the Figure 7.5, the adversaries identified an external
position vis-a-vis the architecture. Following a thorough enumeration
process, they determined that the most effective ingress point into the
factory involved employing vishing and phishing techniques. This strategy
involved contacting an individual employed by the target enterprise,
masquerading as an authoritative figure informing them of the need to
update the company’s software in alignment with new policies.
Subsequently, the attackers dispatched an email containing instructions for

the software update via command line interface (CLI).
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Figure 7.5 The proposed Laboratory Architecture.

In the subsequent phase, the attackers sent an email to the employee,

embedding commands to deploy a Caldera agent on their machine. This



agent, once activated, would afford the attackers initial access, enabling the

execution of multiple attacks through Caldera on the compromised agent.

7.4.5.5 Command and control establishment

In the subsequent stage, the red team dispatched an email to the targeted
employee, incorporating instructions for deploying a Caldera agent on their
machine. Upon activation, this agent provided the attackers with initial
access, facilitating the execution of a series of attacks through Caldera on

the compromised agent.

7.4.5.6 Operation guidelines
Adhering to the outlined methodology covered in the preceding tasks,

consider the following guidelines (Figure 7.6):
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Figure 7.6 Phishing mail.

Initiate the creation of a new threat profile, incorporating all tactics, TTPs
mentioned earlier.

Establish a connection to the target machine utilizing an agent, as shown
in Figure 7.7.
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Figure 7.7 Deployed agents.

Commence the emulation of the threat profile and carefully observe the
execution of each technique.

Thoroughly document and review the obtained results.

7.4.5.7 Operation guidelines

Our red team engagement concluded with success. Effectively navigating
through the network infrastructure (Figure 7.8), we achieved access to the
factory premises, resulting in the cessation of the production chain, as

shown in Figure 7.9.

Figure 7.8 Adversary Profiles.



Figure 7.9 Operation results.

7.5 Discussion

In the face of escalating cyber threats targeting OT environments, our red
teaming engagement plays a crucial role in strengthening our defenses.
Faced with the growing risks to OT systems, our overarching project goal
was to simulate attacks, identify vulnerabilities, and bolster the security of
our industrial systems.

During Phase 1, we meticulously established an ICS/OT environment,
leveraging virtualization technologies and intricately configuring
components to create a robust testing ground. This foundational step paved
the way for practical cybersecurity testing and logic programming within a
simulated industrial setting.

Moving into Phase 2, our red team campaign for the ICS/OT
environment unfolded with a specific mission: gaining access to the OT
network and assessing the resilience of our defenses by orchestrating
simulated damage to the factory. This adversarial emulation mirrored real-
world threats, providing invaluable insights for defense fortification,
malware detection, employee training enhancement, and strategic

counteraction of APT tactics.



Guided by the red team kill-chain, a structured cybersecurity model, our
methodology systematically deconstructed attack structures into distinct
phases. This approach offered a nuanced understanding of the intricacies of
attacks and the tactics employed by adversaries at each stage. The
integration of the MITRE ATT&CK framework further enhanced our
adversary emulation, delivering a structured kill chain for a comprehensive

assessment.

7.6 Conclusion

As we conclude our examination, the insights and knowledge gained from
red teaming within operational technology domains are crucial for refining
OT security strategies. Our dedication to advancing cybersecurity practices
and fostering a culture of perpetual enhancement underpins our
commitment to safeguarding vital systems. The intelligence gathered from
our research efforts and practical simulations will significantly bolster our
defenses, ensuring our infrastructure’s integrity amidst the dynamic and
complex threats faced by industrial systems. This dedication to security is
not just about preventing breaches but about fostering a resilient and
responsive environment that can adapt to and repel cyber threats. Future
endeavors will delve deeper into refining the red team methodologies and
adversary emulation techniques that have been developed. The primary
focus will be to enhance the simulated ICS/OT environment to more closely
mirror the complexities of real-world industrial networks. The aim is to
stress-test and solidify the resilience of our cybersecurity defenses further.
Additionally, we will seek to expand our arsenal of tactics, techniques, and
procedures within the red team kill-chain to stay ahead of the ever-evolving
threat landscape. The incorporation of the latest advancements in the
MITRE ATT&CK framework will be pivotal in this effort. By doing so, we

will continue to provide critical insights that contribute to the robust



fortification of defense mechanisms, the detection of sophisticated malware,
and the effective training of cybersecurity personnel to counter APT more
efficiently.
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Abstract

With the proliferation of web application usage, the danger of web-based
attacks has also increased. Thus, various machine learning (ML)-based web
application firewalls (WAFs) have been proposed to enhance the security of
web applications. Although the vast majority of studies focus on
investigating algorithms that can improve detection performance, a few
studies have been devoted to evaluating the reliability of benchmark
datasets in the context of web security. To fill this gap, this article provides
valuable information about the publicly available web benchmark datasets
to beginner web security researchers by exploring (1) the role of benchmark
datasets in developing ML-based WAF, (2) the relation between benchmark
datasets and ML-based WAF’s performance, (3) the shortcomings of the
currently available web-based attack datasets, and (4) the primary factors to
consider while assembling appropriate benchmark datasets for ML-based
WAF evaluation. The results of this study highlighted the need for up-to-

date and representative benchmark datasets for ML-based WAFs evaluation
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since the currently available datasets are obsolete and do not meet the
current-world web security.

Keywords: Benchmark datasets, machine learning, web application
firewall (WAF).

8.1 Introduction

With the increased Internet use, many organizations switched to web
applications to offer their services, such as e-commerce and education, to
get closer to their clients with less effort. Furthermore, this change has
dramatically changed people’s lives, allowing them to stay online every
time and anywhere. Also, the number of attacks targeting web applications
has become huge and more complex (Oumaima & et al. 2021) (Chakir O et
al. 2023) (Sadqi Y. & Maleh Y., 2022). A WAF is a web security system that
aims to detect and protect web apps from attacks by intercepting and
analyzing HTTP and HTTPs traffic (Chakir O. et al.,, 2023a). Over the
years, WAFs have evolved from WAF-based signature and anomaly
detection approaches to WAF-based ML techniques to protect web apps
from continuously growing attacks. To overcome the security issues of
WAF-based signature and anomaly approaches (Oumaima Chakir, et al.,
2021) (Chakir, O. et al.,, 2023b) (Sadqi, Y. & Mekkaoui M., 2021),
researchers have turned to ML techniques in the hopes of developing
efficient WAFs capable of detecting both known and unknown web-based
attacks with a low falsepositive rate (FPR) and false-negative rate (FNR).
However, due to privacy issues, the research community struggles to find
up-to-date and representative benchmark datasets to evaluate the quantified
quality of their proposed ML-based WAFs (Chakir, O. et al., 2023b). In the
web security field, there are very few benchmark datasets for ML-based

WAFs evaluation. Two of the most popular datasets with many published



works explored in the web security field are the ECML/PKDD 2007 and the
CSIC HTTP 2010. In the context of network security, many researchers
have investigated the role of benchmark datasets when building network-
based attack detection systems. To the best of our knowledge, this is the
first study that investigates the reliability of benchmark datasets in the
context of web security. The authors of this study emphasize the importance
of using up-to-date and representative benchmark datasets while developing
effective ML-based WAFs to prevent the everincreasing number of
cyberattacks targeting web applications. Mainly, the authors describe the
role of benchmark datasets in developing ML-based WAF and the
relationship between ML-based WAF’s performance and the dataset’s
quality. To highlight the need for creating new benchmark datasets for web
security, the authors investigated the most used and up-to-date benchmark
datasets, such as ECML/PKDD 2007, HTTP CSIC 2010, CIC-IDS 2017,
CIC DoS 2017, CSE-CIC-IDS 2018, and CIC-DDoS 2019.

Section 8.2 presents a background of web application security, and
Section 8.3 presents the related works. The role of benchmark datasets and
the relation between datasets and ML-based WAF’s performance are
described in Section 8.4. Section 8.5 presents a taxonomy of the most used
evaluation metrics. Section 8.6 discusses the advantages and disadvantages
of the most widely used and publicly available datasets for the ML-based
WAF’s evaluation. Section 8.7 discusses the limitations of the current
available benchmark datasets for web security. Section 8.8 presents the
main challenges that impede the creation of representative benchmark
datasets and the primary factors to consider while assembling appropriate
datasets for ML-based WAF evaluation. Section 8.9 is dedicated to the

conclusion and future work.



8.2 Web Application Security

Web applications have become one of the most popular and commonly used
communication and information-sharing platforms. According to (Shahid,
W. B. et al., 2022), the number of websites has topped 1.7 billion and
continues to increase. Multiple web applications have been developed in
various industries to improve people’s lives, including e-commerce, online
banking, and egovernance. Due to their prevalence, online apps have
become an attractive target for the community of attackers who actively
exploit their weaknesses to propagate malware, steal sensitive data, insert
unauthorized information, conduct fraud, affect the availability of web apps,
and so on (Oumaima Chakir, et al., 2021) (Sadqi Y. & Maleh Y., 2022).
Web-based attacks are the most common cyberattacks, occurring every 39
seconds (Shahid, W. B. et al., 2022).

A statistical analysis of web application threats and vulnerabilities for
2020-2021 (Technologie s.d.) found that 84% of online apps were
vulnerable to unauthorized access. In 5% of cases, the target site was fully
controlled. In addition, in 91% of online apps, sensitive data was
compromised, and in 98% of web apps, attackers were able to launch
attacks against users. These attacks could spread malware, redirect to a
harmful site, etc. Seventy-two percent of vulnerabilities are attributable to
defects in the coding of web apps, and 15% of vulnerable web apps share
vulnerabilities with high severity out of the total number of vulnerabilities
discovered. Web applications are vulnerable and valuable targets for
attackers because of several important reasons: (1) the open nature of online
apps and their widespread use in the delivery of vital services; (2) most
developers and administrators of online apps lack security knowledge
because they prioritize the delivery of features and the development of a

large number of apps ahead of the development of safe web apps; (3) many



reports of security vulnerabilities have been exploited successfully, and
there are also open-source attack tools like OWASP ZAP, Burp Suit, and
Kali Linux that make it easier for attackers to get in; and (4) constraints
imposed by both time and finances on web app developers. According to
the OWASP Top 10 2021 (OWASP s.d.), web application vulnerabilities are
categorized into 10 main categories that present a significant challenge to

security professionals.

8.2.1 Broken access control (A01)

Security flaws that result in failed access control have climbed to the top
spot from fifth place in the OWASP Top 10 for 2017. 94.5% of web
applications have been found to have security flaws that allow attackers to
do prohibited actions such as change, disruption, deletion of data, or access
to a user’s personal information without permission. This kind of
vulnerability exists in web apps because they were not designed well,
access control and rights were hard coded, and security best practices were
not followed during the software development life cycle, and uncontrolled
redirection of website pages (Gupta, C. et al., 2022) (Hassan, M. et al.,
2018). The following are some solutions to prevent this type of
vulnerability: With the exception of public resources, all resources should
be denied by default, (2) model access controls should ensure record
ownership rather than allowing any user to add, read, modify, or delete any
record, and (3) APIs should only accept a limited number of requests within
a given time period (OWASP s.d.).

8.2.2 Cryptographic failures (A02)
In the OWASP Top 10 for 2017, this is known as “Sensitive Data Exposure”

and refers to the failure of protecting data with reliable cryptography, such

as using old cryptographic algorithms and bad server certificates. The



following are some solutions to prevent this kind of vulnerability: (1)
ensure that all cryptographic algorithms, protocols, and keys are current and
of high quality, (2) determine which data, according to privacy regulations,
legal standards, or business reasons, is considered sensitive, and avoid
storing sensitive data unless it is necessary, and (3) encrypt all sensitive
information (OWASP s.d.).

8.2.3 Injection (A03)
The injection vulnerability is now ranked third on the OWASP Top 10 2021

list. It is a type of security hole where harmful code can be inserted into
query fields or other similar places. The execution of this code enables an
attacker to access the whole database of the web application without the
necessary authorization. Web applications are prone to these types of
attacks due to insufficient or absent user input data validation. Structured
Query Language (SQL), Not Only SQL (NoSQL), Operating System (OS)
commands, objectrelational mapping (ORM), Lightweight Directory Access
Protocol (LDAP), and expression language or object graph navigation
library injections are often used. To avoid injection attacks, data must be
segregated from queries and actions (OWASP s.d.).

8.2.4 Insecure design (A04)

A new category highlights the risks of design and architectural flaws,
advocating for greater use of threat modeling, secure design patterns, and
reference architectures. This issue often arises due to insufficient business
risk profiling during software or system development, failing to determine
the required security level. To address this, take these steps: (1) follow a
secure development lifecycle for assessing security and privacy, and (2)
utilize threat modeling for critical elements like authentication, access

control, and critical flows.



8.2.5 Security misconfiguration (A05)

This vulnerability moved up from sixth place in the previous OWASP Top
10 edition to fifth place in the current edition. According to (OWASP s.d.),
90% of web applications were tested for some form of misconfiguration,
which proves the lack of security knowledge of web application developers.
Web applications are susceptible to this type of wvulnerability if: (1)
unneeded features are activated, such as useless ports, services, pages,
accounts, or privileges, (2) outdated or vulnerable software is used, (3)
default accounts and their passwords remain activated and unchanged, and
(4) error handling reveals stack traces or other excessively informative error
messages to users, such as the web server’s type and version. A secure
installation process should be put in place to prevent this flaw (OWASP
s.d.).

8.2.6 Vulnerable and outdated components (A06)
This vulnerability moved up from ninth place in the previous OWASP Top

10 edition to fifth place in the current edition. It was known as “Using
Components with Known Vulnerabilities.” It refers to the use of obsolete or
insecure components, such as operating systems, web/application servers,
database management systems (DBMS), libraries, and APIs. The following
are some preventative measures for this vulnerability: (1) remove any web
app dependencies, features, components, or files that are no longer required;
(2) only obtain components from official sources and through secure links;
(3) sign up for email notifications about security flaws in used components;
and (4) constantly check sources such as common vulnerabilities and
exposures (CVEs) and the national vulnerability database (NVD) for used
component vulnerabilities (OWASP s.d.).



8.2.7 Identification and authentication failures (A07)

It was known as “Broken Authentication” in the previous version of the
OWASP Top 10 list, and it refers to a flaw in the authentication process.
According to (OWASP s.d.), web apps are susceptible to this flaw if they
allow automated attacks such as credential stuffing or brute force, allow
default, weak, or well-known passwords, use ineffective credential recovery
and forgot-password processes, store passwords in plain text, encrypted, or
weakly hashed, expose session identifiers in the URL, and reuse session
identifiers after successful login. The following are some preventative
measures for this vulnerability (OWASP s.d.): (1) use a multi-factor
authentication process to prevent automated attacks; (2) limit the time
between failed login attempts; (3) log all failures and notify administrators
when automated attacks are detected; and (4) session IDs should be

securely maintained and invalidated after logout and absolute timeouts.

8.2.8 Software and data integrity failures (A08)

It is a new category that focuses on software and data integrity errors that
may be traced back to unprotected code and insecure infrastructure. The
following are some solutions to prevent this kind of vulnerability: (1) use
digital signatures or other similar mechanisms to ensure that the software or
data is from the expected source and has not been tampered with; (2) ensure
that libraries and dependencies consume trusted repositories; and (3)
employ a security tool like OWASP Dependency Check to check for known
vulnerabilities in the software’s components (OWASP s.d.).

8.2.9 Security logging and monitoring failures (A09)
In the 2017 edition of the OWASP Top 10, this category is recognized as

insufficient logging and monitoring, ascending from the tenth to the ninth

rank. Its breadth has been extended to encompass diverse types of failures.



Nevertheless, deficiencies within this category can notably impact visibility,
incident alerting, and forensic procedures. The absence of robust logging
and monitoring hinders the timely detection of security breaches. Here are
several proactive measures to address this vulnerability: (1) ensure proper
encoding of log data to thwart injections or attacks on logging and
monitoring systems; (2) confirm logs are formatted for seamless
consumption by log management solutions; and (3) guarantee that all
instances of login failures, access control issues, and server-side input
validation failures are logged with adequate user context for identifying
malicious accounts and retain them for a duration conducive to subsequent

forensic analysis.

8.2.10 Server-side request forgery (SSRF) (A10)

With the prevalence of convenient features in modern web apps, fetching
URLs has become a common occurrence. Consequently, the incidence of
SSREF is on the rise, primarily due to the complexity of architectures and the
widespread use of cloud services. SSRF vulnerabilities manifest when a
web application retrieves a remote resource without adequately validating
the user-provided URL. This allows attackers to manipulate the application
into sending a crafted request to an unexpected destination. To mitigate
such vulnerabilities, it is advisable to thoroughly sanitize and validate all
input data from clients and disable HTTP redirections (OWASP s.d.).

8.3 Related Work

The field of intrusion detection constitutes a pivotal and evolving realm of
research. In 2020, the authors in Thakkar, A & Lohiya, R., (2020) delved
into various benchmark datasets and research advancements employed for
evaluation, with a particular emphasis on the CIC-IDS-2017 and CSE-CIC-

IDS-2018 datasets. Their primary objective was to elucidate the advantages



inherent in utilizing the CIC-IDS-2017 and CSE-CIC-IDS-2018 datasets as
opposed to antiquated counterparts. Similarly, in 2022, the authors in
Thakkar, A & Lohiya, R., (2022) conducted an extensive survey examining
the utility of machine learning and deep learning techniques in the field of
intrusion detection. Their study encompassed a variety of research papers
published between 2008 and 2020. The authors highlighted challenges
associated with 12 benchmark datasets, including DARPA, UNSW-NB15,
and KDD CUP 99, compared to the CIC-IDS 2017 dataset. The authors in
Yang, Z. et al., (2022) conducted a systematic literature review of the
existing detection and data processing methods, evaluation metrics, and
datasets employed in anomaly-based network intrusion detection (ANND).
To explore existing datasets in this domain, they examined 52 datasets,
considering factors such as year of creation, creation method, data volume,
annotation status, as well as the number of tags and download links
associated with each dataset. Their findings revealed that despite being
outdated, the KDD99 and NSL-KDD datasets were the most frequently
utilized in ANND research. Likewise, the authors in Ahmetoglu, H & Das,
R., (2022) conducted a thorough review of intrusion detection studies that
centered on deep learning and machine learning techniques. They focused
primarily on cyberattack types, learning models, and evaluation metrics.
While they provided a concise overview of the most readily accessible
datasets, they underscored the necessity for an up-to-date dataset due to the
obsolescence of existing ones.

Unlike these works, the authors investigated the publicly available web
benchmark datasets for beginner web security researchers by exploring: (1)
the role of benchmark datasets in developing ML-based WAF, (2) the
relation between benchmark datasets and ML-based WAF’s performance,

(3) the shortcomings of the currently available and most used web-based



attack datasets, including ECML/PKDD 2007, HTTP CSIC 2010, CIC-IDS
2017, CIC DoS 2017, CSE-CIC-IDS 2018, CIC-DDoS 2019, and (4) the
primary factors to consider while assembling appropriate benchmark
datasets for ML-based WAF evaluation.

8.4 Benchmark Datasets and ML-based WAF's Effectiveness

Benchmark dataset is a crucial component in the process of constructing
efficient ML-based WAF. As it is a representation of legitimate and
malicious traffic targeting web applications (Tama, B. A. et al., 2020).
Generally, a dataset is a collection of data used to help the learning model
identify the relationships between input features and output classes and
construct a generalized classification model that can accurately predict the
class of unseen data. According to the learning technique employed
(supervised or unsupervised learning), the dataset is categorized into two
categories: the labeled dataset, in which the output classes of the input data
are known (such as legitimate or malicious classes), and the unlabeled
dataset, in which the output classes are unknown. In this study, the authors
focus on the labeled datasets. During the construction process of an ML-
based WAF, three types of data can be distinguished (see Figure 8.1). (1)
The training data is a subset of the dataset used to train the learning model.
It contains both input data and the corresponding desired output class. In
this phase, the ML-based WAF uses the training data to learn to distinguish
between normal and dangerous online traffic patterns and to build a
generalized classification model that can accurately classify online traffic as
benign or malicious. (2) Validation data is a different subset of the dataset
used to tune the model’s hyperparameters to improve its generalization
performance and avoid overfitting (Viegas, E. K. et al., 2017). Similarly, to
the training data, the validation data includes both input and output classes.

(3) Testing data is another different subset of the dataset used to test and



evaluate the overall performance of the ML-based WAF on unseen data
once the training and validation processes are complete (Viegas, E. K. et al.,
2017). As a result, the performance of any ML-based WAF (e.g., accuracy,
FPR, and FNR) is directly dependent on the quality of the used datasets
(Viegas, E. K. et al., 2017) (Diaz, V. J. E. et al., 2020). The biases and limits
of the datasets used will have a direct impact on the learning model’s
predictions. Thus, ML-based WAF trained on low-quality data may be
severely compromised (Kenyon, A. et al., 2020).
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Figure 8.1 Benchmark dataset and ML-based WAF construction.

8.5 Evaluation Metrics

After completing the model training, the final step involves evaluating the
model on unseen data to assess its effectiveness, utilizing various metrics.
Evaluation metrics play a crucial role in assessing the performance of ML-
based WAF. They offer a quantitative measure of the WAF’s effectiveness,

shedding light on its capacity to classify normal and abnormal behavior



accurately. Moreover, they play a vital role in assisting cybersecurity
professionals by elucidating the trade-off between correctly classified and
misclassified instances and facilitating efforts to refine and optimize the
WAF’s performance Accuracy, recall, precision, F-value, false-positive rate
(FPR), false-negative rate (FNR), specificity, misclassification error (MCE),
and the area under the receiver operating characteristic (AUC-ROC) curve
are the most known and used evaluation metrics (Chakir O et al., 2023)
(Mukhaini, G. A et al., 2023) (Parhizkari, S., 2023) (Salih, A. A. et al.,
2021). The computation of these metrics relies on a confusion matrix
comprising four primary elements. (1) True negative (TN) represents the
count of normal instances correctly classified by the model. (2) False
negative (FN) indicates the count of malicious data misclassified as normal
by the model. (3) True positive (TP) reflects the count of malicious activity
accurately identified as attacks by the model. (4) False positive (FP)
represents the count of normal instances misclassified as attacks by the
classifier.

In this chapter, the authors categorize these evaluation metrics into three

main categories, as follows.

8.5.1 System's overall performance evaluation

This category encompasses evaluation metrics that provide an overview of
the overall performance of the ML-based WAF, considering both normal

and attack instances:

e Accuracy: One of the most commonly used metrics in the
literature represents the ratio of correctly classified instances to
the overall number of instances. However, relying solely on
accuracy to assess the model’s effectiveness is insufficient,

especially when dealing with imbalanced datasets as a model



could achieve high accuracy by simply predicting the majority
class.

e AUC-ROC curve: Represents the trade-off between True
Positive Rate (TPR) and FPR at different threshold settings for
the model’s predictions. It is particularly useful when using an
imbalanced dataset because it evaluates a model’s performance
across various trade-offs between sensitivity and specificity. A
higher value of AUC indicates that the model achieves a high
TPR while maintaining a low FPR across all threshold settings,
proving the model’s ability to distinguish between normal and
attack instances.

¢ MCE: Measure the number of instances that are misclassified by
the model, including attack and normal instances. However, it
may not be the optimal choice for imbalanced datasets, as it
might not adequately represent the model’s performance,
particularly when the focus is on the minority class (typically the

attack class in the majority of cases).

8.5.2 System's detection ability evaluation
This category represents the ML-based WAF’s ability to detect both normal
and attack instances. It can further be divided into two sub-categories, each

focusing on a particular class.

8.5.2.1 Attack detection ability evaluation
This sub-category focuses on evaluating ML-based WAF’s ability to

correctly classify attack instances:

e Recall: Also referred to as sensitivity, detection rate, or true-

positive rate, quantifies the ratio of correctly classified attacks by



the model. It reflects the model’s proficiency in detecting attacks
and avoiding false negatives.

e Precision® Unlike recall, this metrics measures the ratio of
correctly classified attacks among all instances classified as
attacks by the classifier.

e Fl-score: Also known as F-value or F-measure serves as the
harmonic mean of precision and recall, offering a balanced
metric that accounts for both false positives and false negatives.
This metric proves valuable, especially in scenarios with
imbalanced datasets, where it ensures the model’s proficiency in
accurately identifying instances from the minority class is duly
considered.

e FNR: Measures the proportion of attack instances that are

incorrectly classified as normal by the classifier.

8.5.2.2 Normal detection evaluation
This sub-category focuses on evaluating ML-based WAF’s ability to

correctly classify normal instances:

e Specificity: Also known as the true-negative rate measures the
ratio of correctly classified normal instances among all instances
classified as normal by the classifier. A high specificity value
indicates that the model is effective at correctly identifying
negative instances, reducing the rate of false positives.

e FPR: Measures the proportion of legitimate instances that the
classifier incorrectly classifies as attacks. It offers insight into
the classifier’s ability to distinguish between normal and attack
instances. A high FPR suggests that the classifier is



misclassifying a significant number of legitimate instances as

attacks.
8.5.3 System's availability evaluation

e Training time: Represents the duration taken by the model to
learn the patterns and features within the training data. In real-
time or near-realtime scenarios, it is a crucial factor in
developing ML-based WAF. Minimizing training time is
essential for swiftly deploying updated models to maintain
effective security. Consequently, the choice of a learning model
should strike a balance between the requirement for accurate
detection and the practical constraints of available time and
resources to ensure the web application’s availability.

e Prediction time: Also known as detection time refers to the
duration takes the trained model to make predictions on unseen
data It is a critical consideration, especially in real-time or near-
real-time applications, where quick decision-making based on

model predictions is essential.

8.6 Publicly Available Benchmarking Datasets and Web
Security

In this section, the authors discuss the advantages and disadvantages of the
most used and publicly available benchmark datasets in the context of web

security. These datasets are presented in chronological order.

8.6.1 ECML/PKDD 2007
The most known and used benchmark dataset that was generated as a part
of the ECML/PKDD discovery challenge. It is developed by monitoring

realistic traffic, which is subsequently anonymized by removing sensitive



information. This masking procedure involved renaming every URL,
parameter name, and value with strings that were produced at random. It
contains 35,006 requests classified as legitimate and 15,110 requests
classified as seven different types of attacks (Nguyen, TCH et al., 2022).

The following are the main shortcomings of this dataset:

e QOutdated dataset: It is 16 years old now, which means it doesn’t
include modern web-based attacks or represent current real-
world online app complexity.

e Anomaly dataset: This dataset includes only legitimate data for
the training phase, which makes it unsuitable for ML-based
WAF. Thus, researchers have to construct malicious data from
that reserved for testing.

e (Class imbalance: This dataset suffers from a high-class
imbalance since over 66% of the records are classified as
legitimate. Unbalanced data in the ML field can lead to a bias in
favor of the majority class (the benign class in this case) and
inaccurately represent the minority class (the malicious class in
this case). Thus, researchers have to use sampling techniques
such as oversampling or undersampling to mitigate the impact of
this imbalance.

e The lack of HTTPs traffic: This dataset only includes HTTP
traffic, which means that an ML-based WAF built using this
dataset won’t be able to identify malicious traffic sent over the

encrypted HTTPS protocol.

8.6.2 HT'TP CSIC 2010

A benchmark dataset was created to construct and evaluate ML-based WAF.
It includes 36,000 valid requests and over 25,000 web-based attacks



generated automatically from an e-commerce web shopping app. It is
divided into three files (Giménez C. T. et al, 2010): One with legitimate
traffic for training, another with legitimate traffic for testing, and a third
with malicious traffic for testing. The following are the main shortcomings
of this dataset:

e QOutdated dataset: It is 13 years old now, which means it is
unreliable for the current ML-based WAF performance
evaluation.

e Anomaly dataset: This dataset includes only legitimate data for
training.

e Only suitable for binary classification: Because the data in this
dataset has been labeled as legitimate or malicious, it can only be
used to solve problems involving binary classification.

e The lack of HTTPs traffic.

e Raw samples with improper encoding: This dataset includes
some raw instances that were not encoded correctly. Thus, a new
version of this dataset was created and given the name CSIC-
2010v2 (Tama, B. A. et al., 2020) (Tekerek, 2021). However, the
first version is still more widely used in literature than the
second one.

e (Class imbalance: The number of normal instances is higher than

the attack instances.

8.6.3 CIC-IDS 2017
A benchmark dataset provided by the Canadian Institute of Cybersecurity

(CIC) to evaluate the performance of ML-based intrusion detection systems
(IDS). It consists of a five-day normal and attacks data capture distributed
over eight files (CIC-IDS 2017 s.d.). In contrast to the ECML/PKDD 2007



and CISC HTTP 2010 datasets, the CIC-IDS 2017 dataset contains both
network-based attacks and web-based attacks, which means that it can be
used in the context of network and web security. In this chapter, the authors
focus on web-based attacks captured on Thursday morning and Wednesday.
However, the authors noticed that when researchers (Viegas, E. K. et al.,
2017) use this dataset for ML-based WAF evaluation, they only use the web
attacks captured on Thursday morning, ignoring the application layer
Denial of Service (DoS) and Distributed Denial of Service (DDoS) attacks
captured on Wednesday. The main advantages of this dataset are that it
contains the most updated attack scenarios compared to the previous
datasets and is suitable for both multi-class and binary classification. In
addition, it includes real data obtained via emulated interactions in a secure

environment. The following are the main shortcoming of this dataset:

e QOutdated dataset: It is currently six years old and does not
represent the current web-based attacks reality. Compared to the
ECML/PKDD 2007 and HTTP CSIC 2010 datasets, the CIC-
IDS 2017 is more recent.

 Insufficient web attack instances: The number of detected web-
based attacks depends heavily on the quantity of representative
malicious samples available in the dataset. This dataset contains
only 21 SQL Injection (SQLI) instances, 652 Cross-site scripting
(XSS) instances and 1507 brute force instances. It is more
suitable for application layer DoS/DDoS attacks due to the large
number of these attacks.

e High-class imbalance: Since the number of benign instances is
higher than the number of attack instances, it is prone to a high-
class imbalance.

e Include NAN and duplicate instances.



e Contains features that have a zero value across all rows: Bwd
PSH Flags, Bwd URG Flags, Fwd Avg Bytes/Bulk, Fwd Avg
Packets/Bulk, Fwd Avg Bulk/Rate, Bwd Avg Bytes/Bulk, Bwd
Avg Packets/Bulk, Bwd Avg Bulk/Rate and Fwd Avg
Bytes/Bulk.

8.6.4 CIC DoS 2017

A benchmark dataset provided by CIC to gain insights into the
characteristics of HTTP-based application layer DoS attacks, contributing
to the ongoing efforts to enhance the resilience of web application against
such cyber threats (CIC DoS 2017 s.d.). It consists of 24 hours of network
traffic with 114,493 normal and 61,751 attack instances with 80 features
within a traditional network setting. It contains various web-based DoS
attacks, including HULK, GoldenEye, DDoSSim, Slowloris, RUDY,
Slowbody?2, Slowheaders, and Slowread. Given that application layer DoS
attacks manifest in both highvolume and low-volume forms; this dataset
comprehensively addresses a diverse spectrum of application layer DoS
attack variations. This includes flooding attacks marked by substantial
request volumes and low-volume attacks strategically leveraging timing
parameters or exploiting specific vulnerabilities in application-level
protocols, with a specific focus on slow-rate attacks. It’s essential to note
some limitations of this dataset, including its outdated nature, its exclusive
focus on web-based DoS/DDoS attacks, and its classification as an

imbalanced dataset.

8.6.5 CSE-CIC-IDS 2018
It is a realistic benchmark dataset developed in collaboration between the
communications security establishment (CSE) and the CIC. It is the most

recent publicly available dataset consisting of 10-day normal and various



web-based attacks traffic capture (CSE-CIC-IDS 2018 s.d.). It is an updated
version of the CIC-IDS 2017 with an extended network architecture of
simulated attacker and client machines on the Amazon Web Services (AWS)
platform. It includes the same web-based attacks as the CIC-IDS 2017
dataset, in addition to DDoS LOIC-HTTP and HOIC attacks. Similar to the
CIC-IDS 2017, this dataset can be applied to network and web security.
Moreover, this dataset has the same shortcomings as CIC-IDS 2017.

8.6.6 CIC-DDoS 2019
Realistic and up-to-date benchmark dataset provided by CIC to facilitate

research and development in the field of cybersecurity, enabling the
evaluation of DDoS attack detection systems. This application layer DDoS
attack dataset comprises 56,863 instances of normal traffic and 50,006,249
instances of attack traffic, with 88 distinct features. It encompasses 13 types
of Distributed Denial of Service (DDoS) attacks, including Network Time
Protocol (NTP), Domain Name System (DNS), LDAP, Microsoft SQL
Server (MSSQL), Network Basic Input/Output System (NetBIOS), Simple
Network Management Protocol (SNMP), Simple Service Discovery
Protocol (SSDP), User Datagram Protocol (UDP), UDP-Lag, Web-DDoS,
Synchronize (SYN) flood, Port Scan, and Trivial File Transfer Protocol
(TFTP) attacks. It’s noteworthy that the volume of traffic for WebDDoS is
significantly lower, totaling 439 instances compared to others (CIC-DDoS
2019 s.d.). Despite being the most up-to-date dataset, it exhibits a tendency
toward high data imbalance and is specifically designed for DDoS attack
detection purposes. Table 8.1 presents characteristics of the most known

and used publically available benchmark datasets.



Table 8.1 Characteristics of the most widely used publically availab

Dataset name ECML/PKDD HTTP CSIC CIC-IDS CIC DoS
2007 2010 2017 2017
Dataset type Multiclass Binary Multiclass Multiclass
Year of 2007 2010 2017 2017
creation
Number of 35,006 36,000 608217 114,493
benign
instances
Number of 15,110 25,000 254 852 61751
malicious
instances
Labeled dataset Yes Yes Yes Yes
Separate train- Yes Yes No No
test
Traffic type Real Emulated Emulated  Emulated
Balanced No No No No
Attack types SQLI, XSS, SQLI, XSS, SQLI, HULK,
LDAP buffer Brute GoldenEye,
Injection, overflow, Force, DDoSSim,
XPATH CRLF XSS. DoS  Slowloris,
Injection, Path injection Slow Loris, RUDY,
traversal, DoS Slow  Slowbody?2,
Command HTTP Test, Slowheader:
Execution, SSI DoS and
GoldenEye, Slowread



Dataset name ECML/PKDD HTTP CSIC CIC-IDS CIC DoS
2007 2010 2017 2017
DoS Hulk,
and
Heartbleed.
Download's (ECML/PKDD (Giménez C. (CIC-IDS (CIC DoS
link 2007, 2007) T. etal., 2017 s.d.) 2017 s.d.)
2010)
Recent (Chakir, O. et  (Chakir, O. et (Tama, B. ((Ilango, H.
publishedworks al., 2023b) al., 2023b) A. et al, S. etal.,
(Moradi, V. A. (Moradi, V. 2020) 2022)
et al, 2019) A.etal, (Manimu- (Gogoi, B. &
(Betarte G. et  2019) rugan, S. et Ahmed, T,
al., 2018) (Betarte G. et al., 2020) 2022)
(Nguyen. TCH al., 2018) (Surbhi, D. (Yungaicela:
et al., 2022) (Nguyen. TCH & Deepak, Naula, N.M
et al, 2022) K., 2021) etal,, 2021)
(Chakir, O.
& Saddqi,
Y., 2023)

8.7 Limitations of Current Web-based Attack Datasets

The lack of up-to-date and representative publicly available web-based

attacks datasets is one of the significant challenges in web application
security using ML techniques (Chakir, O. et al, 2023) (Tama, B. A. et al.,



2020) (Applebaum S. et al., 2021). Cybercriminals constantly improve
themselves and the tools they use to devise new attack strategies that
circumvent web-based attack detection and prevention systems and provide
them with unauthorized access to web applications (Tama, B. A. et al.,,
2020)(Bhatnagar M. et al., 2022). Thus, the current benchmark datasets are
inadequate to build efficient and secure ML-based WAFs able to detect the
current complex web-based attacks because they are obsolete. The quantity
and quality of available datasets are both severely limited and do not meet
the currentworld web security requirements (Tekerek, 2021) (Kilincer, I. F.
et al, 2021). The last recently available dataset that contains various types of
web-based attacks, CSE-CIC-IDS 2018, was developed in 2018, making it
five years old. Consequently, the results achieved from ML-based WAF
trained on these datasets are unrealistic for current web-based attacks.
Therefore, they are unsuitable for real-world deployment (Viegas, E. K. et
al., 2017). In the realm of web application security, the effectiveness of
benchmark datasets extends beyond their age. Considering the diversity,
complexity, and scalability of these datasets is imperative to ensure the
robustness and adaptability of ML-based WAFs. Emphasizing diversity,
benchmark datasets should encompass a wide range of web-based attacks,
traffic patterns, and application behaviors, enabling ML models to gain a
comprehensive understanding of real-world threats and effectively mitigate
diverse security risks (Kenyon, A. et al.,, 2020) (El Sayed, M. S. et al.,
2022). Additionally, dataset complexity is pivotal in preparing ML models
to handle evolving attack strategies. Complex datasets equip WAFs with the
agility and resilience necessary to counter novel threats. Moreover, the
scalability of benchmark datasets is crucial in accommodating a growing

volume of data and new types of attacks, supporting the continuous



improvement and adaptation of ML-based WAFs to safeguard web

applications against evolving security risks (Sharafaldin, 2018).

8.8 Toward Novel Up-to-Date Benchmark Datasets

Creating a suitable and representative benchmark dataset represents a
significant challenge in itself (Viegas, E. K. et al., 2017) (Diaz, V. J. E. et
al., 2020). The main ongoing challenges that impede the creation of such
datasets for web security are as follows. (1) Real-world online traffic
generation: the capacity to generate real web user behavior would help
create datasets that better reflect realistic user interactions with a web
application. To create such a dataset, a web application must be monitored
to capture its real web user traffic. However, because of privacy concerns, it
is not feasible to share this dataset with the web researcher’s community.
And this is the real reason behind the lack of realistic and representative
benchmark datasets for the ML-based WAF’s evaluation. Therefore, the
anonymization of these datasets is crucial to safeguard privacy, which
largely alters the ML-based WAF’s performance (El Sayed, M. S. et al.,
2022). (2) Continuous changes and growth of web-based attack scenarios:
Every day, new web-based attacks are discovered, and the attackers’
strategies change over time. Therefore, it cannot be assumed that the
malicious online traffic behavior included in the dataset represent what
would occur over time in a production web application. That’s why the
created dataset should be simple to update with newly discovered attacks
and ensure the constructed ML-based WAF is up-to-date. It is essential to
note that incorporating the OWASP Top 10, which outlines the critical risks
faced by current web applications, into benchmark datasets can further
enhance the relevance and effectiveness of ML-based WAFs in addressing
contemporary security challenges. By aligning benchmark datasets with the

OWASP Top 10, ML models can be trained to specifically recognize and



mitigate the types of threats that are most prevalent and impactful in today’s
web application landscape. This targeted approach ensures that the WAFs
are wellequipped to address the most pressing security concerns faced by
modern web applications, ultimately enhancing their ability to provide
robust protection against current and emerging security threats. There are
seven primary factors to consider while assembling appropriate benchmark
datasets for ML-based WAF evaluation (Viegas, E. K. et al., 2017) (Diaz, V.
J. E. et al., 2020):

e Realistic traffic: The generated dataset should contain real and
specific traffic for the system to be protected, web application in
our case, and represent the real traffic observed in real-world
web environments. In addition, the dataset should contain both
legitimate and malicious online traffic.

e Validity: The dataset should contain well-formed online traffic
with all client and server communications.

e Labeled: Using a labeled dataset is of utmost priority in the
construction and evaluation of ML-based WAF. Thus, each data
instance from the dataset should be clearly labeled as legitimate
or malicious to guarantee correct and accurate training.

e Ease to update: Every day, new services and attacks are
discovered, which should be easily incorporated into the dataset.

e Excludes confidential data: The dataset should not contain
sensitive information to ensure the safety of dataset sharing
among researchers and help develop more suitable ML-based
WAF for real-world deployment.

o Sufficient data volume: The dataset should contain enough data

volume to train, validate, and test the classifier’s performance



e Correct implementation: During malicious data generation, it is
necessary to use tools that follow well-known standards, which

are auditable and can be evaluated.

8.9 Conclusion

Intelligent web application firewall is one of the most well-liked methods
for securing web applications. Many researchers have developed various
ML-based techniques for web-based attack detection. However, few studies
have been devoted to evaluating the reliability of web benchmark datasets.
In this chapter, the authors investigated the primary role of datasets in
constructing ML-based WAFs and describe the shortcomings of the most
known and used benchmark datasets, such as ECML/PKDD 2007, HTTP
CSIC 2010, CIC-IDS 2017, CIC DoS 2017, CSE-CICIDS 2018, and CIC-
DDoS 2019 in the context of web security. The findings underscore a
significant gap in the existing publicly available benchmark datasets widely
employed in the literature, revealing their inadequacy for constructing
efficient ML-based WAFs that align with contemporary web security
standards. The critical analysis presented here emphasizes the pressing need
for up-to-date and representative benchmark datasets tailored specifically
for ML-based WAFs. Beyond age, the diversity, complexity, and scalability
of benchmark datasets are crucial for ensuring the robustness and
adaptability of ML-based WAFs. Datasets should encompass a wide range
of web-based attacks, traffic patterns, and application behaviors to enable
comprehensive threat understanding and mitigation. Complexity in datasets
prepares WAFs to counter novel threats effectively, while scalability
supports continuous improvement and adaptation to evolving security risks.
Addressing these factors is essential for developing efficient and secure
ML-based WAFs capable of effectively safeguarding web applications

against evolving threats. In the future, the authors will propose novel up-to-



date and representative benchmark datasets for web security, considering

the seven primary dataset criteria presented in this work.
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Preface

As a student involved in the field of cybersecurity my academic journey has
consistently focused on the relationship, between new technologies and
security. The chapter titled “Advancing Blockchain Privacy: The Role of
Homomorphic Encryption” represents my research. It highlights the
potential these technologies have in shaping our digital future. This chapter
is intended to stimulate thought and discussion among students,
professionals, and enthusiasts in the cybersecurity field. It is an invitation to
explore the possibilities that lie between blockchain and encryption and to
contemplate the future of digital privacy. My hope is that this exploration
will not only provide insights into the current state of blockchain privacy
but also inspire future innovations in this area. Throughout my internship
I’ve had the privilege of engaging with scientifical research and industry
practices of cybersecurity and blockchain. This chapter reflects what I’ve
learned during this time aiming to clarify the connection between
blockchain privacy and encryption. It explores how encryption while
initially appearing complex holds promise in addressing privacy concerns,
in various applications involving blockchain. I would like to express my

gratitude to my mentor whose insights and feedback have shaped this work.



The contributions have not enriched the content it also challenged me to
think critically about the future of cybersecurity. As you will embark on this
journey through these pages I encourage you to contemplate the
possibilities, question established norms, and envision a future where

privacy and blockchain technology coexist seamlessly.

9.1 Blockchain

Blockchain technology has revolutionized various sectors by introducing
transparency, trust, and security. However, its characteristics also pose
significant challenges to user privacy. This chapter delves into the
relationship between blockchain and homomorphic encryption, exploring
how the integration of these technologies can bolster data privacy within
blockchain-based systems. Blockchain’s distributed ledger mechanism
ensures data immutability and trust through cryptographic primitives.
Nevertheless, this transparency can inadvertently compromise user privacy,
as transactions and data become publicly accessible. To address this
conundrum, homomorphic encryption emerges as a potent solution.
Homomorphic encryption allows computations to be performed on
encrypted data without the need for decryption. This cryptographic
technique maintains data confidentiality while enabling various operations,
such as addition and multiplication, on the encrypted data. Thus, it aligns
with the fundamental principles of blockchain, offering a potential avenue
to reconcile transparency and privacy. This chapter explores the nuanced
interplay between blockchain and homomorphic encryption, shedding light
on the advantages and limitations of their integration. By dissecting the
underlying security methods, encompassing encryption types and protocols,
we provide a comprehensive understanding of how these technologies

synergize to enhance user privacy within blockchain ecosystems.



Keywords: Blockchain, homomorphic encryption, data privacy,
decentralized systems, cryptography, smart contracts, symmetric
encryption, asymmetric encryption, hash functions, user privacy, security

protocols, IoT.

9.1.1 Introduction to blockchain

Since the early 2000s, blockchain technology has become a game-changing
innovation. The introduction of Bitcoin by Satoshi Nakamoto in 2008,
changed the financial industry worldwide. At the time, there were ongoing
economic crises known as the subprimes putting immense pressure on
traditional finance systems. Blockchain recognized the weaknesses of these
finance systems and became an alternative. It primarily operates through
structuring peer-to-peer transactions securely based on transparency, trust.
The blockchain is composed of blocks, it’s a chain system. The block is
fundamental to blockchain technology and operates essentially as a
dynamic data storage unit that contains essential information specific to
each blockchain type’s transactional details. The nodes are another
component of the blockchain; they represent machines of the users
connected to the peer-to-peer network that hosts and synchronizes a copy of
the entire blockchain. In a network, nodes validate transactions, by
following sets of rules called consensus protocols. This decentralized
method guarantees the authenticity of each transaction eliminating the need
for supervision, from any authority. Miners play a role within the network.
Their main responsibility is to contribute blocks to the chain, which is
crucial for the ongoing stability and integrity of the existing blockchain.
Once they have successfully added a block, miners share it with nodes in
the network for additional validation. However it isn’t easy going about it
since miners must solve intricate mathematical problems while attaining

irreversibly labeled proof-of-work before attaining privileges assigned in



publishing their mined blocks into the chain enabling seamless continuity
uninterrupted by anyone. To make that work they use powerful hardware
such as gaming GPU to handle the complex mathematical problems. In the
process of moving through the network nodes make sure that the added
blocks are valid so they can’t be changed in their database. This guarantees
that they will always stay connected. It’s important to mention that
including homomorphic encryption could really improve these roles. For
example miners could check transactions without having to decode the
transaction data, which would add a layer of privacy to the blockchain.
Similarly nodes could do their verification tasks, on encrypted data making
the network more secure and private. However the utilization of
homomorphic encryption can be a problem due to its complexity, as we will
see in this chapter. The nodes system ensures that all transactions are fully
irreversible preventing any manipulation and deletion attempts. Unlike
traditional databases blockchain technology operates on a decentralized
model that eliminates the need for middlemen or human intervention. This
system fosters trust among global stakeholders and improves transparency
in a variety of areas, such as supply chain management, voting systems,
healthcare, and legal industries. The potential of blockchain technology
extends beyond cryptocurrencies. For example, it can provide greater
transparency by enabling appropriate oversight regimes. This makes it
possible to quickly identify problems requiring special attention before they
become more problematic. In healthcare, it can improve patient data
security and consent management while reducing fraudulent acts and errors.
In addition, blockchain technologies hold great promise in the digital
entertainment industry by facilitating the management of digital rights such
as equitable distribution of royalties while bypassing intermediaries an

essential feature for decentralized finance (DeFi) empowering global



creators through peer-to-peer lending concepts made practical by
blockchain technology. Global blockchain technology has had a
revolutionary impact on various industries guaranteeing improved
transparency and financial accountability while eliminating friction points
in financial transactions via decentralized finance (DeFi) protocols such as
autonomous decentralized organizations (DAQOs). Governments around the
world have begun to explore central bank digital currencies (CBDCs)
because of their potential for fast and secure transactions. Meanwhile,
organizations are focusing on creating innovative applications using
blockchain technology with a focus on transparency. Homomorphic
encryption could enable private transactions without compromising the
transparency and integrity offered by blockchain. Similarly, organizations
and governments can benefit from better data protection while continuing to
exploit the accountability features offered by the technology. However, I
doubt that governments will adopt homomorphic encryption as a solution
because of its nature. Indeed, by allowing data to be encrypted and thus
hiding information about users, amounts, etc., it could lead to the use of this
technology being diverted to criminal activities such as money laundering.
Furthermore, we have seen that governments are trying to regulate
blockchain more and more, for example by requiring KYC for users, which
is contrary to the decentralized and anonymous nature of blockchain and
homomorphic encryption. It’s an innovative technology that allows the
improvement of services and greater security of users. Organizations and
governments need to understand the issues and mobilize to use the

blockchain and meet growing technological needs and challenges.

9.1.1.1 Blockchain technology and privacy protection
In todays’ tech world, it is nothing out of the ordinary for entities run by

third parties to acquire large amounts of personal information regularly,



raising concerns about individuals’ fundamental right to privacy. While
such practices provide convenience to users, centralized models managing
our data have received criticism due to the potential compromise on private
information security emanating from these frameworks. This threat is
brought into sharp focus when there are cases involving hackers illegally
sharing sensitive data or high profile data breaches occur highlight calling
for stronger protections mechanisms be put in place urgently. Data is often
compared to a valuable resource, the ‘new oil,” making its protection a top
priority. However, as technology rapidly advances, some organizations
struggle to keep up, relying on outdated systems and approaches. The
infamous Equifax data breach of 2017 serves as a stark reminder of this
challenge and the potential consequences for public trust. (During
September 2017 Equifax, one of the three credit reporting agencies in the
United States made a distressing announcement regarding an extensive data
breach. This incident exposed details belonging to around 147 million
Americans, including their names, social security numbers, birth dates,
addresses, and in some instances drivers license numbers. Additionally the
credit card details of 209,000 U.S. consumers were compromised.)
Originally conceptualized as an underlying foundation facilitating digital
currencies like Bitcoin, blockchain technology has metamorphosed into an
encouraging response toward increasing user-related security toward private
information protection concerns. The restructured model replaces sole
control holders of users transactional processes using networks of peers
creating a revolutionary redefined information management approach in
computing environments. Transactions on the network are auditable and
transparent with blockchain technology providing reliable and secure
environments for its users. One setback to blockchains privacy benefits is

its transparency, which can work against privacy protection by revealing



pseudonyms or informations that connect to real-world identities through
OSINT or DOX methods. Homomorphic cryptography provides a solution
by using encryption methods that allow for computations on encrypted data
without the need for decryption interpretation. By merging homomorphic
cryptography with blockchain technology user data privacy can be
enhanced significantly and this chapter will provide an in-depth
understanding of how this integration works. We will explore pertinent
issues such as the advantages and limitations of using blockchain
technology alongside deep diving in exploring homomorphic cryptography
potential to elevate user privacy protections and identifying areas it could fit
into current blockchain solutions alongside exploring feasibility and
implications emphasizing both benefits and drawbacks. As mentioned
earlier, encryption and cryptography are essential in blockchain technology,
incorporating key concepts that ensure the integrity and security of

information.
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Symmetric encryption uses a single cryptographic key for both
encrypting plaintext and decrypting ciphertext, which presents challenges in
secure key management and distribution.

Asymmetric encryption, also known as public key cryptography, involves
two mathematically linked keys: a public key for encryption and a private



key kept secret from unauthorized parties. While it offers greater security
than symmetric encryption, it is more computationally demanding.

Hash functions are used to ensure distributed ledger security by
transforming inputs into predictable yet random byte strings of information
known as hash values. This ensures data tampering cannot occur as even
slight changes in input values will render different hash values. Digital
Signatures provide more straightforward authentication of incoming
blockchain

Technology data. Senders prove authenticity by signing documents with
their private keys. Anyone with access to the sender’s public key can
securely verify the authenticity of any signed document transmitted via
blockchain

Finally, merkle trees are fundamental to the efficiency of blockchain.
They provide a condensed and efficient summary of all the transactions in a
block, enabling the verification of a particular transaction without needing
to examine every transaction. These concepts intertwine to provide a secure
environment for transactions and communications in the blockchain,
ensuring data integrity, authentication, and confidentiality. As we go further
into the integration of homomorphic encryption in blockchain, the
understanding of these foundational elements will provide crucial context
and highlight the potential advancements in privacy preservation. In the
next section we will dive deeper into the principal concept of encryption

and cryptography in blockchain.

9.1.1.2 Assymetric encryption intro
Asymmetric encryption is a secure method that uses two keys: a public key
for encryption and a private key for decryption. Although the keys are

mathematically related, it is practically impossible to derive the private key



from the public key. This method is crucial in blockchain applications,
providing both authentication and confidentiality.

When a user wants to send a transaction over the blockchain they sign it
using their private key. The signature is then verified by anyone using the
users public key. This process proves that only the user could have created
such a transaction. As their private key is confidential and required to
produce such signature. This ensures that transactions are authentic.
Confidentiality is ensured in some blockchain applications by encrypting
transaction data with the recipients’ public key. Because only the recipient
has access to the corresponding private key they are able to decrypt and
view this encrypted data while keeping away any unauthorized parties.
These cryptographic key pairs are generated through complex mathematical
algorithms such as elliptic curve digital signature algorithm (ECDSA) or
RSA algorithm in blockchain systems. Such algorithms generate random
numbers as private keys and points on elliptic curves or large numbers
derived from prime numbers as public keys respectively. The security of
asymmetric encryption in blockchain depends on secure storage and
handling of ones’ confidential private keys. If exposed to unauthorized
parties, anyone can sign transactions or decrypt data meant only for them
causing potential security breaches within those systems. Asymmetric
encryption stands as a vital feature when it comes to the implementation of
blockchain technology. Notably, its function enables secure authentication

and confidentiality.

9.1.1.3 Symmetric encryption intro

An essential component of blockchain that contributes to its robustness is
symmetric encryption. It’s a method that uses one key for encrypting and
decrypting data processes with fast results. Symmetric encryption plays a

vital role in maintaining high levels of security inside blockchain systems



by encrypting new incoming data initially with a unique critical key
resulting in an output termed “Ciphertext” before undergoing multiple node
verification procedures. During individual user access attempts of encrypted
sensitive information they must use the original security key obtained via
random number generator sources from their ciphertext transformation
process to convert back into plaintext by applying decryption protocol
steps. Adopting symmetric encryption methods within blockchain systems
requires several measures toward effective protection for confidentiality and
integrity. Firstly using a cryptographically secure random number generator
generates unique keys for encryption purposes that cannot be predicted.
Next step involves encrypting plain text message into ciphertext using
obtained private keys through an intricate ensemble involving algorithms
specific to each system’s requirements like AES which mix blocks of
information through several rounds based on substituting value placements.
The encrypted information is broadcasted across all nodes in the network,
with the ciphertext becoming part of new blocks. Each node verifies the
block before adding it to its copy of the blockchain, enhancing security.
This process establishes higher standards of vigilance to guard against
potential security breaches. When access to the originally encrypted content
is needed, decryption involves applying reverse algorithms along with the
corresponding private keys. This process transforms the ciphertext back into
plaintext, ensuring data integrity by verifying it before making the
information accessible. Integrity verification checks the hashed values of all
the new plain texts generated with already implanted hash strings within
blockchain and communication networks; any alterations in value
differences implies violated security practices. It is integral to bear in mind
that ensuring secure transmission involves keeping encryption keys a

guarded secret since infiltrating them poses a high risk of total security



breaches. Hence, rigorous key management procedures function as critical
components needed to guarantee strong symmetric encryption mechanisms

for blockchain operations.

9.1.1.4 Comparison

We have seen that symmetric encryption is known for its speed and
efficiency 1.2. It faces challenges when it comes to keys management,
which makes it less suitable, for decentralized systems like blockchain. On
the other hand asymmetric encryption enhances the security of distribution
but it can be computationally demanding, potentially slowing down
blockchain transactions. However homomorphic encryption (HE) offers a
capability of performing computations on encrypted data thereby enabling
privacy preserving transactions and smart contracts on the blockchain. The
ability of HE to carry out calculations on encrypted data makes it a great fit
for applications that prioritize both transparency and privacy. Although it
requires power compared to the other methods mentioned earlier, its
advantages in facilitating confidential and decentralized computations make

it a very good choice, for blockchain technology.

9.1.2 Hash functions

To ensure data security within blockchain technology, hash functions serve
as critical cryptographic tools. When presented with an input or message,
these determinative functions generate outputs consisting of fixed size byte
strings - referred to as hash values or hash codes. Each unique information
set produces its specific hash value since even minute changes to inputs
create entirely different outputs due to what cryptographers term “avalanche
effect.” The chain of hashes within a blockchain acts as a means of
verifying the entire systems integrity. Particularly the hashes act as indexes

that allow for quick data retrieval within the blockchain. Hash functions



themselves require notable properties to be considered secure such as
preimage and second preimage resistance, and collision resistance. By
complying with these properties, manipulating input data to achieve a
desired hash output is made impossible. An extra layer of security is added
against malicious actors who might alter transaction data or create

fraudulent transactions.

9.1.2.0.1 Sha-256

To explain SHA-256’s role in the blockchain: it operates within a Merkle-
DamgAérd structure, using a one-way compression function based on a
block cipher in Davies-Meyer mode. The algorithm processes data in 512-
bit blocks, producing 256-bit digests through a series of bitwise operations,
logical functions, and modular arithmetic. These blocks undergo 64 rounds
of operations, including logical functions, bitwise rotations and shifts, and

addition modulo 232

, among other techniques. This process generates eight
32-bit constants, derived from the fractional parts of the cube roots of the
first 64 prime numbers. The result is an extensive mixing of bits, where
even the slightest change in input causes a dramatic change in output,

known as the avalanche effect.

Figure 9.2 Comparaison.

In blockchain, every transaction is paired with a hash—often generated
using algorithms like SHA-256—to ensure authenticity. This allows nodes
to verify that the transaction hasn’t been altered, preventing fraud or
cyberattacks. Not only are the transactions verified, but the blocks
containing them are also hashed to guarantee the integrity of all data within
the block. Each block is linked to its predecessor by a hash, making the

entire blockchain resistant to tampering. As a result, all nodes in the



network hold data that is securely protected against any form of
tampering.Data retrieval becomes more efficient through hashing, which
serves as an index, enabling faster query resolution. SHA-256 enhances
security by providing cryptographic hash-function properties such as
preimage resistance and second preimage resistance, making it difficult to
reverse the original input or generate a different input that produces the
same output. Additionally, collision resistance ensures that two unique
inputs cannot create identical hashes, further strengthening security.

These robust protections pose significant challenges for malicious actors,
preventing fraudulent transactions and data tampering. As a result, SHA-
256 plays a crucial role in generating unique identifiers for digital

signatures and blockchain addresses.

9.1.2.1 Digital signature

Digital signatures play an essential role in blockchain and are used for
verifying transactions’ authenticity while ensuring no unauthorized people
made modifications during transit. In blockchain, two critical things occurs:
signing and verification. The sender of the transaction generates a signature
in the process using their private key and transaction data. After adding this
signature to the transaction data, the signed message is broadcasted over the
blockchain network. Upon reception of this message, other network nodes
use this sender’s public key to verify its authenticity. If successfully done in
this verification, that means it meets all proper criteria for authenticity to be
valid on blockchain after which it should carry out subsequent actions. The
digital signatures implementation used in blockchains involves complex
cryptographic algorithms compared to typical ones; ECDSA (Elliptic Curve
Digital Signature Algorithm), in particular, has been used under Bitcoin
protocols. Here’s a breakdown of how it’s used: Every bitcoin user creates a

pair of keys consisting of a private key and a public key. The public key is



then converted into an address through hashing. When a user wants to send
bitcoins they use their key to sign the transaction using ECDSA. This
signature serves as proof that the genuine owner of the Bitcoins has
initiated the transfer. The miners and nodes within the bitcoin network
verify each transactions validity by using the senders key. If the signature is
valid the transaction is considered legitimate, added to the blockchain. By
employing ECDSA authorized owners of bitcoins can spend their funds.
Even if someone knows your key (or your Bitcoin address) they cannot
create a forged signature without possessing the corresponding private key.
The adoption of ECDSA by bitcoin has played a role in safeguarding the
network against attacks and fraudulent activities. However it’s important to
note that while ECDSA currently provides security as with any technology
it remains crucial to stay updated on advancements in cryptanalysis and
consider alternatives if necessary, in the future, such as homomorphic
encryption as we will see later. Although proven effective at protecting
privacy and ensuring secure transmission when enacted correctly within
blockchain structures these digital signatures may present security hazards
against related activities primarily linked to fraudulently gaining access or
using one’s private identification information without consent predictably
leading toward theft. To safeguard against unscrupulous transactions, there
are multiple ways blockchain-based systems can minimize the risk;
including using secure wallets for storing access tokens. Access tokens can
be either provided through hardware or software mechanisms which add an
extra layer of protection by mandating user verification before allowing
access, we can quote Ledger. It’s integral for organizations or individuals to
guarantee that their transaction’s digital signature algorithm remains up-to-
date and impervious from hacking attempts because compromised

algorithms could allow hackers into forging invalid signatures and



authorizing deceitful entries in the distributed ledger systems. Performing
routine oversight such as conducting regular security evaluations and
updating patches as well as isolation of private key, and other technical can
ensure that data integrity involving any blockchain-based transaction
remains secure while protecting transaction privacy owing to cryptographic

hashing efforts.

9.1.1.2 Merkle tree

The Merkle tree 1.3 plays a role in blockchain technology contributing
significantly to its efficiency. Ralph Merkle introduced it in 1979 with the
objective of verifying the consistency and integrity of extensive sets of data.
In this section we will delve into how Merkle trees function within the
context of blockchain technology. A Merkle tree is a binary tree where each
non-leaf node holds the cryptographic hash of its child nodes labels. The
leaf nodes represent data blocks wiche are labeled using a cryptographic
hash. One key characteristic of the Merkle tree lies in its structure,
combined with the application of hash functions. By hashing and combining
each step from leaf nodes upwards until we reach a hash for all the data, at
the root we obtain a unique identifier called the “Merkle Root.” The
successful functioning of networks heavily relies on efficiently checking
large sets of data while adhering to stringent security standards, which can
be achieved through Merkle trees. A crucial task performed by a Merkle
tree within technology is summarizing transactions contained within blocks.
This process follows a linked list approach by constructing these trees from
transactions included in each block. The optimal outcome is represented by
hash outputs; specifically the root reflects all created transactions resulting
in increased storage efficiency without compromising performance. In
general, by incorporating Merkle trees into the mechanics of blockchain,

technology users are able to provide proof that a particular transaction



exists within a block without having to sift through every piece of data. The
use of Merkle trees is crucial in cryptocurrency systems as they offer two
important advantages to decentralized networks, like blockchain

technology: enhanced operational efficiency and strengthened security.

Merkle Tree Transactions
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Root Hash
Figure 9.3 Merkle Tree.

9.2 Enhancing Privacy

9.2.1 Enhancing privacy protection with homomorphic
cryptography

There are three main types of homomorphic encryption: partially
homomorphic encryption (PHE), somewhat homomorphic encryption
(SHE), and fully homomorphic encryption (FHE). In this section we will
talk about the PHE encryption. Partially homomorphic encryption (PHE)

serves as an encryption tool executing specific computations on encrypted



data resulting in identical outcomes as those expected when carried out on
unencrypted data. Its unique capabilities make PHE an integral aspect in
securing information privacy while implementing computational commands
without requiring access to sensitive data. Partially homomorphic
encryption supports restricted arithmetic operations for limitless times; only
one type of operation addition or multiplication may be executed
repeatedly. Commonly known popularized examples using PHE methods
involve RSA or ElGamal cryptographic methods: According to the
approach of homomorphism RSA enables the decryption of the multiplied
ciphertext components to obtain the plaintext. Specifically if we have
plaintexts ml and m2 with their corresponding ciphertexts ¢ 1 and c2
multiplying ¢ 1, by c2 and then decrypting it will give us a result to ml
multiplied by m2. This property allows multiplication operations to be
performed on encrypted data. On the hand the standard ElGamal encryption
system also offers homomorphic encryption. When we multiply two
ciphertexts ¢ 1 and c2 and then decrypt them we get a result that’s
equivalent to ml multiplied by m2. Therefore standard ElGamal also allows
for multiplication operations on encrypted data. However it’s important to
note that there are variants of ElGamal that can exhibit additive
homomorphic properties. In these variants certain operations performed on
ciphertexts c 1, c2 will yield a result to adding ml and m2 when decrypted.
This enables addition operations on encrypted data. It’s essential to clarify
that this is not a feature of ElGamal but a specialized adaptation, this
specificity is very important since its more secure than the original ElGamal
Scheme: [15, see abstract]. Partially homomorphic encryption (PHE) which
includes both RSA and ElGamal has applications, in scenarios where
sensitive information needs processing or analysis without compromising

privacy. Partially homomorphic encryption (PHE) has extensive



applications in various situations where sensitive information has to be
processed or analyzed without compromising privacy. However, it comes
with limitations related to supported computations types while providing
significant potential for enhancing data security and privacy across
numerous applications. As research in this field continues, more
sophisticated and efficient PHE schemes are expected to improve our ability

to protect privacy and security.

Figure 9.4 PHE.

Year | Contributors Hom. Operations |p
1978 Rivest, Shamir and - N 1
Adleman [42]
1982 | Goldwasser and Micali + 5 (i.e. XOR) O(log N)
[23]
1984 ElGamal [18] 2
1985 | Cohen and Fischer [9] +, (for small
prime p)
log N
(e )
logp
1994 Benaloh [2] +, (for small
prime p)

1998 | Naccache and Stern + [1 P; (for small
[35] primes p;)




Year | Contributors Hom. Operations |p
1998 Okamoto and + 3
Uchiyama [37]
1999 Paillier [38] + N 2
2001 | Damgard and Junk [14] + il
k—1
y A
"%

9.2.1.0.1 SHE encryption

Somewhat homomorphic encryption (SHE) has progressed from partially
homomorphic encryption (PHE), which only supported single arithmetic
operation such as either addition or multiplication. The term “somewhat”
indicates that SHE operates both addition and multiplication operations to a
certain depth based on noise (To prevent attacks on cryptosystems,
randomization techniques such as introducing small terms called “noise”
into ciphertexts are used. These noises are typically integers or polynomials
depending on the selected scheme’s type and complexity. Whether these
noises qualify as small or not depends on several factors such as security
considerations and system correctness properties, the decrpytion function
fails if the noise surpasses set thresholds unique for each parameter set used
by different schemes hence limiting operations to minimize noise growth.)
accumulation during encryption processes; excess beyond that depth may
lead to decryption inaccuracies. According to this aspect, it unlocks more
advanced computational possibilities than PHE while having some
limitations compared with fully homomorphic encryption (FHE). One
prominent example of SHE is the Brakerski-Gentry-Vaikuntanathan (BGV)

scheme based on ring-learning with error (RLWE). Under this system, each



ciphertext has its level or depth assigned; adding two ciphertexts retains the
maximum value while multiplying them grows their total levels together.
BGYV also introduces modulus switching operation to control noise growth
in keeping accuracy in decryption computation, the flexibility of the BGV
scheme to operate in either SHE or FHE mode (using bootstrapping) is one
of the reasons why it is considered a major breakthrough in homomorphic
cryptography. For modem cryptography somewhat homomorphic
encryption (SHE) is a powerfull tool that supports multiple operations but
still has a limit due to noise accumulation, that leads to problems for entity

that need to work with a lots of data.

9.2.1.0.2 FHE encryption

Fully homomorphic encryption (FHE) represents a significant advancement
from both partially homomorphic encryption (PHE) and somewhat
homomorphic encryption (SHE) as it enables an unlimited number of both
addition and multiplication operations using methods like bootstraping that
can reduce noises. The ability to perform an unlimited number of operations
with the encrypted data while maintaining the same result when decrypted
makes FHE a powerful tool for data privacy and security. FHE has various
technical aspects that make it work: we’ll talk about the first-ever proposed
fully homomorphic encryption (FHE) system: Craig Gentry introduced his
work in 2009, Gentry’s scheme is the first-ever proposed fully
homomorphic encryption (FHE) system. Before this proposal, the notion of
encryption that allows both additions and multiplications on ciphertexts was
not very developed, indeed the concept of homomorphic encryption has its
roots at the begining in 1978 not after Rivest, Shamir, and Adleman
introduced RSA encryption. Rivest Adleman and Dertouzos initially
proposed the idea of privacy homomorphisms. Faced opposition from
Brickell and Yacobi a decade later. While other researchers like Feigenbaum



and Merritt also explored this topic there was progress until Gentry, a
graduate student at Stanford University took on the challenge as part of his
thesis to develop a homomorphic encryption system. Subsequently other
researchers have built upon his work by proposing their variations of
encryption schemes in the following years. Fully homomorphic encryption
(FHE) is a highly advantageous tool for machine learning processes where
privacy is paramount. It permits user data to remain confidential while
allowing accurate model training. Fully Homomorphic Encryption (FHE)
can be combined with various protocols to enhance user experience and
security. For example, secure multiparty computation becomes more robust
and flexible when integrated with homomorphic encryption, allowing for
safer and more efficient data processing. Despite some challenges with
computational efficiency and managing noise, FHE holds potential as a
means of enhancing data security and privacy across many applications.
The development of even more efficient FHE schemes will continue based
on ongoing research efforts leading to even stronger safety and security

solutions for our digital world.
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Figure 9.5 FHE.

9.2.1.0.3 FHE and smart contracts

The emergence of blockchain technology has brought about a revolution in
the digital world. Its transparent and decentralized features have had an
impact. However there are concerns about privacy particularly when it
comes to smart contracts. In this small section we will explore one way to
use homomorphic encryption: The implementation of fully homomorphic
encryption (FHE) for smart contracts discussing the benefits, challenges,

and the process involved. Smart contracts play a role in the seamless



operation of blockchain technology. However, because of the networks
nature, transaction details are accessible to everyone, which compromises
users expectations of privacy. By incorporating homomorphic encryption
we can address this issue. Implementing FHE brings advantages that
enhance user confidentiality when engaging in secure blockchain
transactions. For instance encrypting transaction amounts within
blockchains promotes improved confidentiality over time and space among
parties involved. With FHE encryption in place account balances can be
updated without revealing information to unauthorized parties beyond those
directly involved in the transaction. It is worth noting that FHE also
provides computation correctness verification, in contracts. Using fully
homomorphic encryption (FHE) in platforms allows individuals to transact
anonymously safeguarding their information and financial details. Similarly
businesses can securely conduct operations without compromising trade
secrets or insider trading information. Homomorphic Encryption (HE) can
also enhance users’ physical security. By encrypting sensitive information
such as financial data and wallet details, HE reduces the risk of users being
targeted or harmed in real life due to the visibility of their information on
the blockchain. While FHE offers benefits like enhanced confidentiality and
privacy control across networks or nodes there are challenges to overcome.
These include computation procedures that can impact performance and
integration difficulties with blockchain systems. Implementing FHE within
smart contracts involves selecting encryption schemes that meet specific
requirements while considering available computational resources. It’s
crucial to strike a balance between security and efficiency for results. Over
time advancements in cryptography and blockchain technologies may
simplify overcoming limitations related to computation demands or

integration issues, with existing contracts, for a concrete example we can



talk about SmartFHE wich is a framework that allow users to create their

own private smart contracts using fully homomorphism encryption [12].

9.2.1.0.4 Limitations and challenges

Despite its potential, homomorphic encryption is not without its challenges,
these include: homomorphic encryption is well known for its computational
demands. The processes of encrypting, decrypting, and performing
operations on encrypted data require resources surpassing the requirements
of working with unencrypted data. As a result these intensive tasks lead to
slower processing times making homomorphic encryption less suitable for
scenarios that necessitate quick responses or efficient data processing.
When integrating encryption into blockchain technology, these performance
challenges become even more noticeable. Blockchain networks inherently
require effective and fast transaction processing. However, incorporating
encryption adds an extra layer of computational complexity that can
potentially slow down transaction processing times and impact the overall
performance of the blockchain network. Furthermore, the decentralized
nature of blockchain networks poses another hurdle when it comes to
integrating encryption. Each node in the network must have the capability
to handle demanding homomorphic encryption operations. This requirement
can lead to increased hardware demands escalating both the cost and
complexity involved in implementing and maintaining a network with
homomorphic encryption. The computational complexity isn’t the only
problem indeed there is the noise management limitations. The term “noise”
in this context refers to the information that gets added during the
encryption process. This additional information increases with each
operation performed on the encrypted data. If not managed properly as the
noise grows it can cause decryption errors. Become a significant challenge
for implementing homomorphic encryption (HE) in blockchain technology.



In HE, the growth of noise is not linear but exponential. This means that
with each operation on the encrypted data, the level of noise increases.
Managing this noise becomes particularly difficult in scenarios where
multiple operations are performed on encrypted data like smart contracts on
a blockchain. One of the strategies for dealing with noise in HE is to
carefully select parameters. The choice of parameters, such as degree and
coefficient modulus size can have a significant impact on noise growth. By
selecting these parameters it’s possible to control and minimize noise
growth to some extent. However this often involves finding a balance
between security, accuracy, and efficiency. Another approach to managing
noise in HE is through bootstrapping which reduces the noise level in a
ciphertext, to its initial state. When it comes to dealing with noise
bootstrapping can be quite effective. However, it’s important to note that
this process can be computationally intensive which might not be ideal in a
blockchain setting where efficiency is crucial. Additionally, there have been
advancements in homomorphic encryption (HE) schemes that offer more
efficient methods of handling noise. One such scheme is the ring learning
with errors (RLWE)-based schemes. These schemes use Gaussian noise (it
is added to the encrypted data and helps to ensure security and
confidentiality), which has properties that make it easier to manage.
However, it’s worth mentioning that these schemes are still in their stages
and require further research to fully comprehend their potential and
limitations within a blockchain context. The term “key” refers to the
information used for encryption and decryption. Managing these keys is
crucial for maintaining the security and integrity of data especially when
implementing homomorphic encryption (HE) in a blockchain environment.
One major challenge in management for HE in blockchain is ensuring

secure storage and distribution of keys. Since blockchain networks are



decentralized it becomes complex to store and distribute keys across all
network nodes. Any compromise in security can expose vulnerabilities,
including unauthorized access to encrypted data. Another challenge
involves managing the lifecycle of keys, which includes their generation,
distribution, rotation, and retirement. Each stage presents its unique
challenges that require careful management to ensure ongoing system
security. For example, regular key rotation is necessary to reduce the risk of
compromise. However, this process can be resource intensive and complex
in large blockchain networks. Additionally, managing public and private
keys, within an HE scheme also poses challenges. In an encryption system
there is a public key used for encrypting information and a private key used
for decrypting it. Making sure that the right keys are used at the time and by
the appropriate parties is crucial to maintain the system’s integrity. To sum
up, managing keys play a role in implementing homomorphic encryption in
blockchain environments. It involves intricate tasks, such as securely
storing and distributing keys as well as effectively managing their lifecycle.
These examples show how homomorphic encryption is not fully effective in
blockchain environnement, but we have several research paths and known
problems that will lead research and improve the integration of

homomorphic cryptography in the blockchain.

9.2.2 Application of homomorphic encryption in blockchain

As we said before, homomorphic encryption can really enhance privacy in
blockchain, in plenty of important fields, such as health, politics, finance,
etc. In this section, we will see how homomorphic encryption can be used
with blockchain to make it more efficient and enchance privacy and user
experiences in a case study. The healthcare industry is increasingly
embracing solutions to improve patient care streamline processes and

ensure data security. One of these solutions is the use of technology, which



offers a secure and decentralized way to store and share health information.
However, given the nature of health data it’s crucial to have robust privacy
measures in place. This is where homomorphic encryption becomes
valuable by allowing computations on encrypted data without
compromising privacy. In the healthcare field homomorphic encryption can
be employed to encrypt health data before storing it on the blockchain. This
allows for performing computations on the encrypted data, such as
algorithms without jeopardizing patient confidentiality. For example,
medical problems information of an important person (politician, pdg, etc.)
can be stored securely on the blockchain whitout risking a leak of sensitive
data. We can even imagine a cloud-based diagnostics service that can
conduct computations using this encrypted data to provide insights, into a
person’s health status without accessing their actual readings. This ensures
that the patient’s data remains private while allowing for important health
information to be obtained. A study conducted by Thanh Nguyen Van
presents a protocol that can be implemented on a blockchain to ensure
outcomes that’re unpredictable, resistant to tampering, scalable, and
publicly verifiable [7]. The key components of their protocol are encryption
(HE) and verifiable random functions (VRF). By using encryption
mathematical operations can be performed on encrypted data without
revealing the outcome beforehand. The protocol involves elliptic curve
multiplications and additions with O(n) complexity, as well as signature
signing and verification operations with O(n) complexity. This design
ensures that the protocol is scalable and can efficiently handle increases in
data size or the number of users. In another research paper, Jingjing Chen
and Fucheng You discuss the principle of encryption and its practical
application in ensuring data security when combined with blockchain

technology [2]. The paper examines the used RSA encryption algorithm in



blockchain applications to protect the user’s private key from being
compromised. Another research of HE integration in blockchain: In the
field of transportation systems (ITS) there are often issues, with sensor
failures or transmission distortions when acquiring data. This can result in
the loss or abnormality of traffic flow data that is sent to the edge server. To
tackle this problem Ailing Gao, Xiaomei Liu, Ying Miao, and others
proposed a method called ASMVPdistr LSH. The ASMVPdistr LSH
method relies on distributed locality hashing (LSH) techniques. Its main
goal is to address challenges related to user privacy and data sharing
efficiency across platforms. This method addresses the challenge by
ensuring the privacy of traffic data during sharing and enhancing scalability
as new data is introduced. To maintain privacy while still allowing for
analysis and prediction of traffic flow the ASMVPdistr LSH method
employs an encryption scheme. This scheme allows computations to be
performed on encrypted data without decryption maintaining
confidentiality. To safeguard the integrity and decentralization of the data,
encrypted information is stored on a blockchain that serves as a record. The
use of technology ensures that data remains authentic as every transaction
on the blockchain is transparent and can be traced back to its original
source. The authors shared a real-life example to demonstrate the
practicality and effectiveness of the ASMVPdistr LSH approach. The
results from their experiments indicated that this proposed method not only
improved data storage and supervision efficiency but also proved resilient
against common attacks. But it incurred cost and offered a higher level of
security compared to other competing algorithms. This particular case study
showcases how combining encryption, with blockchain can be applied in

real-world scenarios offering solutions to actual problems.



9.2.3 IoT application

In the context of IoT, one way to combine encryption and blockchain is
through the implementation of a scheme called privacy preserving IoT data
aggregation (PrivDA). This scheme was proposed by F. Loukil and other
researchers [5] in their paper titled “Privacy Preserving I[oT Data
Aggregation Based on Blockchain and Homomorphic Encryption.” The
PrivDA scheme uses both homomorphic encryption technologies to ensure
the security and privacy of data aggregation in IoT. In this system, each data
consumer has the ability to create a smart contract that includes terms of
service and specifies the requested IoT data. The smart contract then brings
together data producers who can fulfill the consumers request selecting an
aggregator for computation. The role of this aggregator is to perform
computations in order to generate the desired group level result. By
employing group level aggregation sensitive information inference from
IoT devices becomes more challenging due to the obfuscation of data. As a
result, this scheme offers a level of privacy protection for devices
contributing data to the aggregation process. To evaluate its performance,
PrivDA was implemented on a private Ethereum blockchain. To initiate this
process within PrivDA, a data consumer creates a contract, on the
blockchain. This smart contract encompasses the terms of service and the
specific IoT data that the consumer has requested. It acts as an agreement
ensuring transparency and immutability through blockchain technology.
Afterward, the smart contract identifies data producers capable of fulfilling
the consumer’s request. These data producers are 10T devices that have the
required data. The smart contract selects one of these data producers to act
as an aggregator.

In the PrivDA scheme, the aggregator plays a crucial role. It is

responsible for collecting data from the IoT devices within its group and



performing computations on this encrypted data to produce the desired
results. Instead of handling raw data, the aggregator exclusively works with
encrypted information. This is where homomorphic encryption becomes
crucial. In the PrivDA scheme, IoT devices encrypt their datasets using
homomorphic encryption before transmitting them to the aggregator. The
aggregator then carries out computations, on this encrypted information.
Due to the properties of homomorphic encryption these calculations
produce accurate results even when performed on encrypted data. This
procedure ensures that the original data from devices remains concealed
throughout the aggregation process. Even the entity responsible for
performing computations on the data, known as the aggregator only has
access to encrypted data. This offers a high level of privacy protection for
IoT devices. Subsequently, the aggregator securely transmits the computed
results (in an encrypted format) back to the data consumer via blockchain
technology. The consumer can then access the desired information from
those results. The PrivDA scheme was tested on a private Ethereum
blockchain which was selected due to its support for contracts, which play a

crucial role, in facilitating the PrivDA scheme.

9.2.4 Future

Finally, the combination of encryption and blockchain technology is an
emerging area of study that holds great potential for game-changing
applications in various sectors. We will talk about future research directions
in this field with a specific focus on healthcare secure decentralized
business models and cell less architecture along with distributed security
models. For example, in the healthcare sector, there is a growing adoption
of solutions to improve patient care streamline processes and enhance data
security. By integrating encryption and blockchain technology, we can

significantly enhance the privacy and security of health data. However,



there are still challenges that need to be addressed. As we said in a previous
section, one such challenge is the scalability of homomorphic encryption
algorithms and the efficiency of computations performed on encrypted data.
Current techniques for encryption can be computationally intensive and
may not scale well when dealing with large datasets commonly found in
healthcare applications. Future research could focus on developing efficient
algorithms or techniques to reduce the computational complexity associated
with operations performed on encrypted data. Furthermore, there are
research opportunities through the integration of other emerging
technologies like machine learning and artificial intelligence, with
homomorphic encryption and blockchain. Consider the development of
machine learning algorithms that prioritize privacy when handling
encrypted health data. One potential approach is the creation of machine
learning models of training and making predictions directly on encrypted
data. This way data privacy remains intact while valuable insights can still
be derived. For example, IBM researchers have successfully used
encryption to apply machine learning on fully encrypted banking data. The
encryption scheme they employed allowed predictions similar to those
made by models based on unencrypted data. Studies indicate that machine
learning can make predictions based on a client’s underlying data while
mitigating data risks. In the case of institutions like banks, homomorphic
encryption could prevent both breaches and internal vulnerabilities that
arise when employees gain unrestricted access to sensitive information. In
the realm of business models, blockchain technology has opened up new
possibilities. However, ensuring secure and private transactions within these
models poses a challenge. Homomorphic encryption emerges as a solution
by enabling computations on encrypted transactions thus preserving

privacy. To further explore this concept, future research could focus on



developing secure business models using both homomorphic encryption
and blockchain technology. For example, one exciting direction is the
design of privacy preserving contracts—a type of self-executing contract
where agreement terms are directly encoded into code. Another area seeing
increasing interest is cell less architecture, in communication networks—
where networks aren’t divided into cells and each user equipment is served
by multiple access points. Integrating encryption and blockchain into cell
less architecture can greatly enhance communication security and privacy.
In the way models that distribute security across network nodes instead of
centralizing it offer intriguing possibilities for research. The combination of
encryption and blockchain technology can play a vital role in advancing
these models. The convergence of encryption and blockchain technology
presents fascinating research avenues, while significant strides have been
made there are still challenges to overcome and areas to explore. Future
research directions hold promise in developing scalable and efficient
homomorphic encryption algorithms integrating encryption, with other
emerging technologies and applying these technologies in decentralized
business models and distributed security systems. Now we will discuss the
potential impact of research on privacy protection in homomorphic
encryption and blockchain applications. Many people believe that
homomorphic encryption (HE) is not practical for use due to its perceived
complexity and high computational demands. As a result, HE is often
considered theoretical or specialized than being seen as a useful tool for
broader practical applications. However, a recent academic paper titled
“Circuit Copyright Blockchain Blockchain Based Homomorphic
Encryption for IP Circuit Protection” challenges this prevailing notion by
262 Advancing Blockchain Privacy: The Role of Homomorphic Encryption

showing the implementation of HE in a real-world context [4]. The study



specifically focuses on using HE to protect property (IP) related to circuits.
This example shows how HE can be used to address problems beyond
theoretical applications. The application of homomorphic encryption (HE)
in safeguarding property in the field of digital circuits is groundbreaking.
The referenced paper presents an approach to ensure the protection of
design and ownership rights, for circuits. By incorporating homomorphic
encryption (HE) into this process the system ensures safeguards, against
access and duplication safeguarding the intellectual property rights of
creators and innovators. This practical implementation of HE does not
demonstrates its usefulness. It also emphasizes its potential to revolutionize
the protection of intellectual property in todays digital world. The
incorporation of technology into transactions, which is an important point in
the paper represents a good advancement in sectors such as government
administration and financial services. The decentralized nature, transp
rency, and security features inherent to blockchain make it an ideal
framework for managing transactions. In the context of government,
blockchain has the ability to enhance efficiency and integrity in services
leading to trust and participation. Similarly, within the sector blockchain
technology provides an efficient method for handling transactions while
reducing risks associated with fraud and speeding up processing times. This
combination of blockchain with transactions signifies a shift, in how
sensitive data and financial activities are managed and protected in todays
digital world. Another example of HE capability in enhancing real
problematic is explained in this paper titled “Enhancing Data Transmission
Security, in Internet of Things (IoT) Networks A New Approach Using
Homomorphic Encryption” [8]. It presents a breakthrough in addressing the
challenges related to data transmission within IoT networks. These

networks often face issues such as safeguarding against cyber threats



protecting data privacy and ensuring the integrity of transmitted
information. Additionally, achieving efficient, reliable, scalable, and low
latency data transmission is crucial for the functioning of systems. To tackle
these challenges head on the paper introduces a method that greatly
enhances the security and privacy of data transmission in environments.
The core foundation of this method lies in utilizing encryption—a
cryptographic technique that maintains data encryption even during
processing. This ensures that data remains secure throughout its journey
during transmission effectively addressing a vulnerability found in data
transmission methods.

Moreover, the research paper incorporates technology into its proposed
method. By leveraging blockchain’s nature and its ability to create evident
records, it becomes an ideal solution, for ensuring both the integrity and
traceability of networked data. This integration not only strengthens the
security of the data transmission process but also enhances its reliability and
transparency. Another important aspect that the method addresses is the
preservation of privacy. Given that IoT devices often handle information it
is crucial to ensure that this data remains private and secure during
transmission, the proposed method effectively safeguards data minimizing
the risk of access or exposure. The effectiveness of the method is
underscored by its high level of accuracy and reliability, as evidenced by a
success rate of 88 out of 100 during setup. This accuracy demonstrates the
method’s capability to securely transmit data within networks. Additionally,
the method is designed to be time-efficient, which is crucial for real-time
data processing scenarios commonly encountered in applications. Over
time, researchers have made strides in making Homomorphic Encryption
(HE) more practical in technical contexts. As highlighted in our paper,

while HE can be complex and resourceintensive, future research aims to



address these challenges with new methods, such as hardware
customization, which require less computational power. One way of
responding about HE problem is the development of custom hardware for
HE. As we already said the computational complexity of HE poses
challenges leading to inefficiencies and slow processing times. Custom
hardware designed specifically for homomorphic encryption addresses
these challenges by improving performance. This specialized hardware is
tailored to meet the requirements of HE algorithms, enabling computation
and more efficient processing. It focuses on optimizing operations such as

integer multiplication and modular arithmetic reducing the time required for
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HE operations. In addition to speed improvements custom hardware also
enhances processing capabilities. This means multiple data points can be
processed simultaneously allowing for handling of calculations compared to
traditional computing systems. One important advantage of custom
hardware is its energy efficiency. These designs are not optimized for speed.
Also prioritize lower power consumption. This is particularly valuable in
applications that need sustainability and scalability such as data centers
where energy usage has an impact, on costs. Furthermore, when it comes to
protecting encrypted data custom hardware can play a role by incorporating
advanced security features that guard against attacks and side channel
breaches. Integrating custom hardware into applications where
homomorphic encryption (HE)’s, in high demand, such as secure cloud
services, confidential medical data processing and secure financial
transactions can drive the wider adoption of HE in practical scenarios.
However, developing custom hardware for HE does come with its share of
challenges. It requires investments in research and development. Producing
such specialized hardware can be quite costly, its important to do it to make
HE practical for daily use. Attempt had already been made as the paper “A
Custom Accelerator for Homomorphic Encryption Applications” by Erdinc,
et al. published in 2017, shows it [3]. They made a custom hardware
accelerator optimized for somewhat homomorphic encryption (SHE)
schemes, which improved computation time in order to make HE more
suitable for real-life application.

As we see the potential impact of future researches is very good and can
be used in many fields, the combination of encryption and blockchain
applications is an emerging area of study that holds tremendous potential
for transformative applications in various industries 2.4. We will see the

impact of this research on safeguarding privacy particularly in cloud



computing, the Industrial Internet of Things (IloT), and database
applications. In the cloud computing field there is often a conflict between
data availability and privacy requirements. However, by using
homomorphic encryption and blockchain technology it becomes possible to
perform computations on encrypted data stored in the cloud. This means
that cloud-based services can offer insights or services without ever
accessing the actual data itself [11]. For instance, a health analytics service
operating in the cloud could analyze encrypted data to provide valuable
health insights while ensuring patient privacy. When it comes to the IoT,
integrating blockchain and homomorphic encryption can establish a scheme
for preserving data privacy. In this scheme, data from industrial devices can
be encrypted and stored in a decentralized manner on the blockchain.
Computation, on this encrypted data can then be performed using
encryption techniques preserving the confidentiality of the information
while enabling valuable insights to be extracted. For example, a
manufacturing company could securely analyze its machine-generated data
using this approach to optimize its operations without compromising
information. Furthermore, exploring the application of encryption in
safeguarding database privacy shows great promise. By employing forms of
homomorphic encryption technology we can ensure that data remains
confidential thereby boosting privacy protection for database applications.
To illustrate financial institutions can leverage this technology to perform
computations on encrypted customer data offering personalized services

without compromising sensitive information.

9.2.4.1 Conclusion
Despite its advantages there are still challenges that need to be addressed,
future research in this field could focus on computational demands, noise

management rapidity, and efficiency as we already seen in this chapter.



Indeed homomorphic encryption is still slower than other encryption
methods that are more commonly used than homomorphic encryption and
all the limitations and problems that occur for homomorphic encryption, are
for the moment a slowdown for its standardization. Another exciting
direction could be combining machine learning, artificial intelligence, and
Internet of Things (IoT), with encryption and blockchain technology as we
have seen. Such interdisciplinary research has the potential for
groundbreaking applications like real-time encrypted data analytics in
healthcare, finance, or voting systems. In order to promote adoption across
sectors, standardization efforts for homomorphic encryption techniques will
be crucial. Policy makers also have a role, in shaping this field so future
research should aim to provide insights that influence policy decisions.
Considering the importance of achieving acceptance it becomes crucial to
have an understanding of the user experience, it would be beneficial to
conduct research that focuses on enhancing the usability of these
technologies ensuring that they can be easily accessed by individuals who
do not possess expertise. By addressing these challenges to detail and
actively pursuing the suggested research opportunities we can not only
overcome the current limitations but also unlock new possibilities. During
our research we saw how homomorphic encryption was adapted to
blockchain, this will further strengthen the privacy of users and allow many

innovations in this area to meet the challenges of our society.
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Abstract

With the growing nature of data in the modem day and age, many
organizations tend to use Big Data as a source of storing enormous
information and performing significant diagnostics on it. In many areas
from social to commercial and economic, Big Data plays an essential role in
the progression of any organization. With such a humongous volume of
data, it creates various security and privacy concerns that can lead to
numerous threats and vulnerabilities. The traditional techniques of
manipulating and securing the data are no longer feasible when practiced
from the Big Data viewpoint. This paper provides a comprehensive
overview of the attributes of Big Data and its empirical features and its
integral modules. It also reviews the challenges of security and privacy of
Big Data and provides an infrastructure to discuss and alleviate these

challenges.
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10.1 Introduction

Previously, documents were gathered and archived in paper form instead of
electronic files. As the volume of data collected increases, it is becoming
harder to store and maintain them, which is why it is important to have the
latest technology that enables the preservation and accessibility of such
information. This can be done through the use of various tools that are
designed to sustain and improve the data.

The term “data” refers to the collection of information that is used for
study or analysis. In the past few years, the amount of data that has been
collected has become a major management issue for various organizations.
To address this issue, the Ministry of Defense has coined the term “Big
Data.” This term refers to a large amount of data that can be used to analyze
and improve the operations of an organization. Economic movements,
modernization, novelty, and development, like other vital factors such as
material assets and human resources, could not occur without the essence of
data [1].

Big Data is the term used to describe the vast amount of data that has
been obtained from many sources, such as the Internet of Things (IoT), in
which every device that is linked to the internet generates, gathers, and
stores enormous amounts of data. When traditional methods are unable to
handle the vast and heterogeneous volume of data, Big Data becomes
relevant. As seen in Figure 10.1, extensive processing, analysis, and storage
are needed to extract meaningful information from data gathered from

various sources.
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Figure 10.1 Big Data Structure.

The privacy and confidentiality of the information acquired are the
primary issues with data collection from many sources. In a big data
system, data is gathered at several levels, and each layer has security
problems related to data availability, anonymity, and integrity as well as
privacy in various stages, including collection, storage, and processing. The
paper is structured as follows, with 7 sections to address these. The Big
Data Literature Review is presented in Section 2. Section 3 concentrates on
the Attributes of Big Data, which are divided into 8 Vs. The difficulties with
security and privacy with big data are discussed in Section 4. After a
detailed proposal for an infrastructure in Section 5 to address security and
privacy concerns, the article is concluded in Section 7 with a presentation of
Research Methodology in Section 6.

10.2 Literature Review

Most firms have used big data in the past for analytics and data
management, with a strong focus on analysis. Big data analytics has
enormous potential, but to fully capitalize on its growing capabilities,
businesses must make changes to their infrastructure and business practices

[24]. Because cloud computing offers higher storage capacity for large data



combined with cost-effectiveness, flexibility, resource management, and
data handling qualities, academics choose to concentrate on this other term
[25, 26]. But cloud computing also comes with a lot of privacy and security
risks [27, 28].

In the last few years, a lot of surveys and research have been done on
data integrity and anonymity in cloud-based and Internet of Things systems
[29]. However, because big data systems are distributed and have a variety
of characteristics, research is now focusing more on security and privacy
issues in these systems [30]. Due to big data’s pervasiveness in the health
sector, research studies on the subject have been carried out as e-health
systems advance [31, 32]. However, due to the widespread use of social
media and Internet of Things (IoT) devices in various organizations and by
many individuals, personal information and user behaviors have been
gradually collected online. This has resulted in a number of security and
privacy issues, making the solutions currently available insufficient to meet
the needs of different consumers [33, 34]. Recent years have seen a large
number of literature reviews, surveys, and studies in the field of big data,
with a focus on security and privacy. The findings highlight the importance
of security and privacy in large data in terms of computational
characteristics. These literature reviews and surveys tend to concentrate on
well-known study fields, such as privacy and security. Only a few have
presented an indication of large data and recommended a replacement for
study in this field [35, 36]. However, none of them address the issue of big
data security.

As a result, this analysis of the literature shows that there are differences
in the study on big data security and privacy concerns at various layers and
stages of the big data life cycle. In addition, the development and expansion

of new technologies have given rise to extraordinary problems and worries



regarding big data security and privacy. Nevertheless, there is a lack of
comprehensive research to tackle the main problems with big data. It is
critical to recognize the impending big data issues from the outset. Initially,
there are a lot of characteristics and qualities of big data that need to be
discovered that are developing along with the development of new
technologies. Furthermore, the expanding characteristics of big data
highlight particular, compelling factors that influence the security and
privacy aspect of big data. These implications call for a thorough
investigation since they may give rise to different big data security and
privacy risks that must be identified and addressed. To the best of our
knowledge, these problems and worries have not been adequately addressed
from the start. Our primary incentive to resolve the discrepancies in the
literature with this paper’s first step is the dearth of research on the security

and privacy aspects of big data.

10.3 Attributes Of Big Data

To better understand the terminology of Big Data, it can be characterized

into 8 V’s as follows:

10.3.1 Volume

The storage component of big data also referred to as “Volume” or the first
V of big data, emerged as a result of the massive amount of data that has
been generated recently in the form of photographs, videos, text, graphics,
etc. Terabytes, zettabytes, and yottabytes are some of the different sizes of
data [2]. This [3] states that over 1.1 trillion pictures were taken in 2016,
and the figure increased to 9% in 2017. Sensitive material from social

media is spied into databases every day by more than 500 terabytes [17].



10.3.2 Velocity
“Velocity,” another V in big data, refers to the speed at which data is

created, accessed, and processed. Huge amounts of data are being generated
by website clicks alone as a result of increased internet usage [2]. These
statistics show that Google processes about 40,000 requests a day, or 3.5
billion searches per year and 1.2 trillion per day [4].

10.3.3 Variety

There are three different types of data: unstructured, semi-structured, and
structured. Because it is structured, the structured format is simple to
understand. Analysis and processing are made simple since it can be easily
managed as a repository, which is usually a database. However, because
unstructured data lacks a set of defined guidelines, it can be challenging to
manage formats like audio, video, and image files. In addition to the data
mentioned above, log files and sensor and machine data are examples of
many data formats. It is more difficult to process and interpret data that is

so diverse.

10.3.4 Veracity

The veracity of big data is related to the correctness and reliability of the
data being used. Many websites, social media platforms, and other sources
are used to gather and store data, which is then processed and analyzed to
produce various statistics. Inaccurate data frequently yields false
information in the shape of facts. When it comes to measuring the validity

of data and how it is used in analysis, veracity is important.

10.3.5 Variability

Variability is another essential component of big data, and it’s frequently

compared to veracity. On the other hand, the variability of data is changing



quickly with respect to meaning and context. For example, a word on
Facebook may signify completely different in two posts that are exactly the
same. The variability algorithm should be able to decipher the true meaning
of a term in the context of the data and comprehend the data context better

in order to produce an accurate and correct analysis [5].

10.3.6 Visualization

In order to make information and knowledge easier to utilize, data can be
represented graphically in a technique known as visualization. An e-
commerce site such as Amazon, for instance, generates a lot of data by
selling millions of things each month to its millions of registered users who
use it to purchase goods and services. Representing such data in a
spreadsheet format is insufficient to improve its interpretability. In this case,
visualization is useful. In every corporate sector, the ability to make
decisions with a visual representation, such as graphs or charts, is crucial.
Amazon’s Revenue at the end of the first quarter of 2021 is $108.518
billion [6]. Based on a graph, Figure 10.2 displays Amazon’s revenue in

billions during the previous five years.
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Figure 10.2 Amazon Revenue.



10.3.7 Value

While data on its own is meaningless, when processed and analyzed, it can
provide value by helping an organization make the right decisions. Because
big data contains important information, value is seen by researchers as a
crucial and necessary component [7]. When properly evaluated, big data

can give a corporation a considerable advantage.

10.3.8 Validity

The validity of the data becomes a crucial factor in the evaluation of the
information [37]. The completeness and correctness of information derived
from collected data is referred to as validity in big data [38]. For example,
in a medical system, a doctor cannot treat a patient without first validating

any clinical trials. The 8 V’s of big data are displayed in Figure 10.3.

‘ Volume ‘ Velocity Variety ‘
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Figure 10.3 V's of Big Data.

10.4 Security and Privacy Challenges in Big Data

The ubiquity of big data analytics has ushered in transformative

opportunities but has also brought forth significant security and privacy



challenges. A prominent case study involves the Yahoo data breaches in
2013 and 2014, where billions of user accounts were compromised,
exposing sensitive personal information. This breach underscored the
vulnerabilities of massive datasets and highlighted the pressing need for
robust security measures, including encryption and access controls [16].

Another breach was the Equifax data breach in 2017, one of the largest
credit reporting agencies, affecting nearly 145 million consumers,
exemplifies the security challenges in handling extensive financial data. The
breach included names, Social Security numbers, birth dates, and in some
cases, driver’s license numbers. Beyond financial implications, the incident
emphasized the imperative of safeguarding personal information and the
potential consequences of inadequate security measures [8].

In 2018, it was revealed that the political consulting firm Cambridge
Analytica had improperly harvested data from tens of millions of Facebook
users for targeted political advertising. The scandal also serves as a
compelling case study highlighting privacy challenges associated with
extensive data collection for targeted advertising. This incident prompted a
reevaluation of data-sharing practices and the importance of user consent in
big data analytics [9].

The Uber data breach in 2016 stands as a compelling example of the
complex security and privacy challenges associated with big data. In this
incident, personal information of 57 million users was compromised,
including names, email addresses, and driver’s license numbers. What
exacerbated the situation was Uber’s attempt to cover up the breach by
paying the hackers to delete the stolen data [10]. This case underscores the
importance of transparency and prompt disclosure in handling security

incidents related to big data. It also sheds light on the ethical considerations



surrounding data breaches, emphasizing the need for organizations to
prioritize both security and user trust.

The healthcare industry has been a recurrent target for data breaches,
showcasing the intricate security and privacy challenges associated with the
vast amounts of sensitive patient information. Notable cases include the
Anthem Inc. breach in 2015, where nearly 78 8 million patient records were
exposed. Such breaches underscore the critical need for robust security
measures to safeguard highly sensitive healthcare data. In the healthcare
sector, the privacy implications are particularly severe, as compromised
data can include not only personal information but also sensitive medical
history and treatment records [11]. These incidents highlight the ongoing
challenge of balancing the digitization of health records for improved
patient care with the imperative to fortify security and privacy safeguards.

Big Data has garnered tremendous interest due to its potential
applications in a wide range of areas, including industry, finance,
healthcare, telecommunications, science, and more. However, security and
privacy was a crucial issue that had to be resolved before Big Data could be

implemented in large-scale applications.

10.4.1 Big Data Security

Big data security and the security of different information systems that
contain structured data are rather comparable. But big data security
demands a number of workable strategies, appropriate techniques, and
advanced data analytics abilities. For the management of data gathered from
both internal and external sources, a robust security strategy is also

necessary. Regarding these points, a few inquiries come up:

a. How can heterogeneous and unstructured data be maintained

securely?



b. How can distributed systems be made more functional while
utilizing security measures?
c. How can big data be analyzed without compromising data

security and privacy?

Finding vulnerabilities, security threats, and unusual activity is typically the
goal of big data security. It also aims to provide role-based access control,
robust secret data preservation, and security operation indications. It also
helps with quick decision-making in the event of a security incident.
Significant reasons led to the emergence of numerous large data security

issues:

10.4.1.1 Inadequate Standard Solutions
A large number of encryption methods for data security, data exchange, and
storage, and data reliability concerning hardware are offered in [12]. The

following methods are used to preserve data security [13]:

e In most cases, data is kept in an unencrypted format.

* Plaintext data is used for authentication when it comes to data
access.

e When data is stored, it is encrypted; when it is needed, it is

decrypted.

Standard techniques, such as data encryption, take a long time to process
large amounts of data and perform slowly. Besides, they are ineffective.
Only a small portion of data is processed for security reasons, which leads
to a disastrous incident because most security intrusions are discovered
after the occurrence. Big Data systems are utilized for parallel processing

and multiple product management. Performance is therefore a crucial



component of data protection and data assessment in these kinds of

platforms.

10.4.1.2 Primitive Security Applications

A big data system may face a number of hazards if several technical
applications are combined and not properly evaluated. These security
applications are also rudimentary and underdeveloped. As a result, big data
applications may present risks to security and lead to data integrity
negotiations, which safeguard against any unauthorized user alteration of
data. Additionally, a lot of security risks come from coworkers,
subordinates, and end users. Therefore, having improved security

technologies is crucial for safeguarding big data platforms.

10.4.1.3 Data Secrecy

Anonymity or data secrecy is seen to be crucial to large data security.
Achieving data privacy shouldn’t interfere with the usefulness and real-time
analysis of the data. On the other hand, the traditional method of data
anonymization involves multiple iterations as well as computationally slow
and wasteful processes. Conventional data anonymization may have an
impact on system performance and data consistency with different
repetitions when dealing with large data heterogeneity groups. Big data

makes handling and evaluating anonymity difficult as well.

10.4.1.4 Data Reliability

Data reliability is the capacity to protect data from being altered by
unauthorized users. As demonstrated in [13], a large number of data
reliability problems are the result of user error, device malfunction, and
software flaws. Some of the most well-known attacks against data
reliability are salami attacks, data diddling attacks, trust relationship
attacks, man-in-the-middle attacks, and session hijacking assaults [15]. The

following methods can be used to ensure the dependability of data:



e Data Provenance
e Data Trustworthiness
e Prevention of Data L.oss

e Data Deduplication

Data storage protection, digital signatures, improved hardware integration,
and big data query security are just a few of the strategies that can be used

to ensure data reliability and security [12].

10.4.1.5 Data Accessibility

The availability of data to authorized users is referred to as data
accessibility. Highly Available (HA) systems can be used to guarantee data
accessibility [13]. In order to construct a highly accessible system, backup
servers, replacement communication lines, and reproductions are needed.
Improved solutions are needed for some of the security vulnerabilities
pertaining to big data availability, such as Distributed Denial of Service
(DDoS) attacks, SYN flood attacks, Internet Control Message Protocol
(ICMP) attacks, Server Room attacks, Denial of Service (DoS) attacks, and
Electricity Power attacks [14].

10.4.2 Big Data Privacy

Big data, as we all know, is simply the accumulation of enormous amounts
of valuable information. As a result of technological advancements, massive
amounts of data are constantly being collected from wvarious sources,
including social media, IoT devices, and organizations. Managing this
enormous amount of data is also the biggest challenge; many problems have
been addressed and their solutions have also been considered in parallel.
However, the security and privacy of the data are the most crucial of these
issues. Security and privacy with big data are not the same. Protecting

sensitive user information, such as name, address, social security number,



login passwords, and account information, is known as big data privacy. On
the other hand, security safeguards any kind of data and information that a
company gathers from any source. Big data needs privacy because various
administration jobs have been operating at various levels in the field of
analytics. Privacy is also necessary at various stages of the data’s life cycle,

including during its creation, storage, and processing phases.

10.4.2.1 Data Acquisition/Generation Phase

When data is generated, it can be transferred to a third party in two ways: in
the first, the data owner is fully aware that the information is shared
between two people without the involvement of a third party; in the second,
the user’s information is collected by an unauthorized party without the
owner’s knowledge. Therefore, hackers have the ability to access a user’s
personal information at any moment when they are engaged in any online
activity. To prevent this kind of privacy problem, users should refrain from
sending sensitive information over the internet or to websites with fewer
security measures. If necessary, users should use intermediary tools like
firewalls, anti-virus software, anti-malware software, and anti-spam
software when sending information over the internet. For instance, when
sending credit card information to an online retailer, the information should
be encrypted using any tool that helps to protect the privacy of data at the

time of generation.

10.4.2.2 Data Sharing/Storage Phase

When it comes to big data technology, traditional storage methods fall short
because big data requires a lot of storage capacity. Large businesses store
and process big data using distributed file systems like Hadoop Distributed
File System (HDFS) or Google File System (GFS) [23], but small and
medium-sized businesses find it difficult to use these systems because of

financial difficulties. To address this issue, cloud computing can be used.



Although the organization used several security and privacy mechanisms to
protect its information, there are still many security and privacy risks. Small
and medium-sized businesses find great benefits from the processing and
storage of big data on the cloud, but it also presents many security and
privacy challenges. To guarantee these qualities, many encryption methods

and algorithms have been put forth.

 Identity-based encryption:
A sort of public key encryption known as ID-Base encryption
uses a user’s unique information, such as their phone number,
email address, or CNIC (Computerized National Identity Card),
to represent their unique identity [19]. The sender encrypts a
message using the recipient’s unique identity as a key, and the
recipient decrypts it using the key. However, this method’s
drawback is that it takes a lot of time.

 Attribute-based encryption:
Another kind of public-key encryption strategy is this one, in
which all users’ private keys and ciphertexts are tied to a specific
user’s set of attributes, rather than the ciphertext being encrypted
for a single user as in previous encryption techniques [22]. If the
encrypted text and the user’s private key match, the user can
only decipher the ciphertext.

e Fully Homomorphic Encryption:
This is another method of data encryption that protects privacy
when moving or storing data on the cloud. [19] When the
ciphertext and the decrypted data are computed using the Fully
Homomorphic Encryption approach and the results match, the

computation’s output is kept encrypted or secure. Thus, some



algebraic operations are carried out and the encrypted and

decrypted text are treated equally.

10.4.2.3 Data Processing Phase

Data processing is the process of applying certain procedures to data in
order to derive some valuable information. Therefore, while processing the
data, take care to ensure that neither privacy nor unintentional data leakage

affects the information that is safely put back into the cloud.

10.4.3 Security and Privacy Comparison in Big Data

Security and privacy challenges in the context of big data are multifaceted,
involving various technical, organizational, and regulatory considerations.
Table shows a deep comparison and analysis of some key aspects of these

challenges.

10.5 Infrastructure for alleviating Security and Privacy in Big
Data

An infrastructure for resolving concerns with privacy and security in large
data was suggested in this section. The framework’s five main layer

portions are as follows:

e Data Management
JAM (Identity & Access Management)

Data Safety and Privacy

Network and Transport Security

Structural Security

These sections are further divided into various sub-sections where each
section ensures security and privacy in big data with respect to the

vulnerabilities, security risks & threats and, anomalous activities. The



infrastructure for alleviating security and privacy challenges in big data is

shown in Figure 10.4.
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Table 10.1 Comparison of Security Challenges and Privacy Concerns in

Big Data.
Aspects Security Challenges Privacy Concerns
Volume and The sheer volume of data The extensive data
Scale generated and processed  collection may include

sensitive personal
information. Preserving
privacy becomes
challenging when dealing

in big data environments
poses a challenge for
traditional security
measures. Large datasets



Aspects Security Challenges Privacy Concerns
make it harder to monitor, with massive datasets, as
analyze, and protect every anonymization techniques
piece of information might be insufficient to
effectively. prevent re-identification.
Data Variety Big data often involves Protecting privacy becomes
diverse data types, complex when dealing with
including structured, diverse data sources. The
semi-structured, and integration of disparate
unstructured data. datasets might lead to
Securing this varied data  unintentional privacy
requires flexible security  violations if not carefully
solutions capable of managed.
handling different
formats.
Velocity of Data Real-time or near-real- Rapid data processing can
Processing time data processing raise privacy concerns,
requires security especially when it comes to
mechanisms that can keep real-time tracking or
pace with the speed of monitoring of individuals.
data ingestion and Balancing the need for
analysis. Traditional quick insights with privacy
security tools may safeguards is crucial.
struggle to handle the
velocity of big data
streams.
Data Life Cycle The lifecycle of big data, Managing the lifecycle of
Management from creation to archival, data involves understanding

requires consistent
security measures.
Ensuring data integrity,
confidentiality, and
availability at every stage
is essential.

and implementing
privacypreserving practices
throughout, especially
during data sharing, storage,
and eventual disposal.




Aspects

Security Challenges

Privacy Concerns

Distributed
Computing and
Storage

Big data frameworks
often involve distributed
computing and storage
across multiple nodes.
Ensuring secure
communication and data
transfer between nodes is
critical.

Distributing data across
multiple locations increases
the risk of unauthorized
access. Implementing strong
encryption and access
controls becomes imperative
to protect privacy.

Regulatory
Compliance

Adhering to data
protection regulations
becomes more complex
as data volumes grow.
Ensuring compliance with
various regional and
industry-specific
regulations is a
considerable challenge.

Violating data protection
regulations can lead to
severe legal consequences.
Ensuring that big data
practices align with privacy
laws and regulations is
crucial for organizations.

Data Ownership
and Sharing

Determining ownership
and managing data
sharing agreements in big
data ecosystems is a
complex task.
Establishing clear policies
for data access and
sharing is essential.

Sharing data for
collaborative analytics
introduces privacy risks.
Striking a balance between
data sharing for innovation
and protecting individual
privacy rights is a
significant challenge.

Machine
Learning and
Analytics

Integrating security into
machine learning models
and analytics processes is
crucial to prevent
adversarial attacks and
ensure the reliability of
insights derived from big
data.

The use of machine learning
on large datasets may unveil
sensitive patterns.
Implementing privacy-
preserving machine learning
techniques becomes
essential to prevent
unauthorized disclosure.




Aspects

Security Challenges

Privacy Concerns

Granularity of
Access Controls

Managing access controls
at a granular level in big
data environments can be
challenging due to the
diverse nature of data and
the need for different
users to access specific
subsets of information.

Granular access controls are
crucial for protecting
privacy, ensuring that only
authorized individuals have
access to sensitive data.
However, defining and
enforcing fine-grained
access policies can be
complex.

Intrusion Detecting and preventing Intrusion detection

Detection and  intrusions in real-time is  mechanisms need to operate

Prevention vital for protecting big without compromising user
data systems. The privacy. Balancing the need
dynamic nature of these  for effective security
environments requires monitoring with privacy
adaptive security protection is a challenge.
measures capable of
identifying evolving
threats.

Supply Chain Big data systems often Third-party data processors

and ThirdParty involve complex supply  can pose privacy risks.

Risks chains with multiple Organizations must vet and
vendors and third-party =~ manage these external
services Ensuring the entities carefully to prevent
security of each unauthorized access or
component in the supply  mishandling of sensitive
chain is challenging. information.

CrossBorder Transferring big data Cross-border data transfers

Data Transfers

across borders introduces
legal and security
challenges, particularly
concerning compliance
with different data
protection regulations.

can raise privacy concerns,
as data might be subject to
different legal frameworks.
Organizations need to

navigate international data
protection laws effectively.




Aspects Security Challenges Privacy Concerns

User Consent Ensuring that users are Transparency is crucial for
and aware of and consent to  privacy, and organizations
Transparency the collection and must communicate clearly

processing of their data is about data practices.
a security challenge. Lack Obtaining informed consent
of transparency can lead  while maintaining user trust

to distrust. is essential.
Incident Rapid and effective Timely response to data
Response and  incident response is breaches is equally critical
Data Breach critical in the event of a  for privacy, as delays can
Management security breach. exacerbate the impact on

Organizations need robust individuals. Organizations
plans to identify, contain, must prioritize both security

and mitigate breaches and privacy considerations
promptly. in incident response.
Ethical Ethical considerations in  Ethical considerations in

Considerations  big data security involve privacy involve respecting
issues such as responsible user rights, avoiding unjust
disclosure and avoiding  surveillance, and ensuring

the use of security fair and transparent data
measures for malicious practices.
purposes.

10.5.1 Data Management

Data management, which includes both structured and unstructured data, is
the process of arranging, managing, and overseeing a vast quantity of data.
Assuring excellent data quality and availability for analytical applications is
referred to as data management in big data. The four parts of data

management are as follows:



10.5.1.1 Data Classification

Big data management strategies are implemented by organizations,
governmental bodies, and well-established businesses to deal with the
growing volume of data, which can contain many terabytes or even
petabytes of information. Effective data classification is regarded as one of
the most important factors in any Big Data environment that leads to the
implementation of effective security laws. Different businesses handle big
data by making sure that the security protocols on such a platform are
followed by clearly defining the reasons for the importance of the data, the
data that must be cryptographed, and the data that must be organized before
the others for security. Here are some basic ideas that can help with any big

data environment’s data classification matrix.

e Perform a risk assessment on classified information It is possible
to do a risk assessment on classified material in a Big Data
setting by speaking with compliance members, business
executives, and stakeholders. This can result in the
accomplishment of the classified goals and guarantee a thorough
comprehension of the monitoring and classified criteria.

* Define an official classification policy The official classification
of policies ought to be easily accessible. It is recommended to
establish no more than three to five classification categories, as
this will assist in reducing uncertainty and ambiguity and make
the process more manageable. Sort and arrange employee roles
and tasks.

e Define types of data categorization

e Data can be classified based on how sensitive they are. There are
difficulties in addition to the available classified material.

Assessing the level of sensitivity in data can be a laborious task



best left to the business processes and process owners. The
following are some crucial inquiries that need to be taken into
account when discussing data privacy and protection:
e What type of data about clients is collected by your
firm?
e What proprietary data is collected?
e What type of transactional information is used?
e Is all the collected information classified and
sensitive?

e Determine data location After your company has identified the
different categories of data, it is critical to categorize the
electronic data storage methods. What is the process for both
internal and external data flow, and how is the data stored? Are
services like Dropbox and OneDrive, among others, also
utilized? Regardless of the data format, a plethora of data
detection programs assist in locating the data storage.

e Maintenance and monitoring of data Firms are required to
structure their systems after classification, which makes updates
crucial. When it comes to classification, dynamic policies and

processes should be adhered to.

10.5.1.2 Data Tagging
Understanding the flow in a Big Data environment with all of the intake and
outflow processes is essential. Some of the crucial phases in data tagging

are as follows:

1. The initial step is to identify every inflow mechanism, including
manual and automated processes as well as those that operate on

a meta-layer.



2. Determining the data inflow is also essential since data may
enter the system through any API or a CLI (Command Line
Interface).

3. Finding every outflow technique in the Big Data environment is
the second stage.

4. Since it will define the application’s limits and trust zones,
identifying the data outflows is also a crucial stage.

5. These might be reporting jobs that use PIG, JDBC/ODBC

connections, or some kind of Restful API for distribution.

10.5.1.3 De-personalization Data

To secure sensitive data in databases, depersonalization is the act of
changing private information. Effective data depersonalization is necessary
to preserve referential integrity and the distinctive qualities of the data.
Character mixing, hashing, and salting are commonly used techniques for
data change in data depersonalization.

Due to security and privacy issues, depersonalizing data is becoming
essential in any Big Data context. When dealing with large amounts of both
structured and unstructured data, it is crucial to separate personally
identifiable information from datasets or make sure that data anonymity is
maintained.

For data privacy, another method that can be employed is
pseudonymization. One or more mock identifiers can be used to replace
known fields in data in order to accomplish this. Pseudonyms are the names
given to these identities. When replacing numerous fields at once or just
one field, a single pseudonym can also be used. Furthermore, data re-

identification is possible with pseudonyms.



10.5.1.4 Data Identification/Categorization

If sufficient understanding is lacking, confidential information may be
exposed to various dangers and vulnerabilities. Finding out whether or not
confidential data is available, where it is, and implementing the necessary
data security precautions are the most important aspects. Some methods for
protecting both structured and unstructured data in a big data environment

are listed below.

e Structured data in Hadoop is stored in CSV, JSON, or relational
databases. Confidential data is identified, located, and
categorized in a known manner in the structured data format. By
identifying the engine that grants view level security to these
columns and fields, columns and fields can be secured for data
security.

e The location, identification, and classification of private data
become difficult when dealing with unstructured data. In this
situation, the first step in protecting the big data environment is

determining the existence and placement of the data.

Following are the steps for data identification/categorization Big Data

environment:

1. The data’s schema and structure need to be established and
verified.

2. There ought to be conditions-based search algorithms available.

3. Data redundancy should be eliminated by computing the data
count. Only one count will be taken into account for multiple
records.



4. An analysis of these findings is necessary to develop an

improved threat prevention model.

10.5.2 IAM

Entities can have access to the appropriate resources at the appropriate time
thanks to identity and access management, or JAM [18]. In the Big Data
environment, JAM gives users the ability to restrict who has access to
sensitive data. JAM is made up of the following components in every given

application:

 Individual identification and verification within a system.

e Assigning/de-assigning of roles to users.

e User management includes adding, updating and removing a
user, and their roles.

e Access level mapping for a single user or a group consists of
multiple users.

» Security of confidential information and the system itself.

Organizations can increase accessibility to their sensitive data in a big data
environment while maintaining security and privacy thanks to identity and

access management (JAM). JAM is composed of the following elements:

10.5.2.1 Authentication

The process of verifying a user against their ID and password is known as
authentication. Verifying an individual’s identity in a Big Data context
involves comparing it to the profile they have built on the platform. The
authentication system uses the collected data to verify user profiles in
response to any request for system access. Unauthorized access will arise
from every incorrect effort. In the context of big data, authentication can be

implemented by any of the following methods:



e AD (Active Directory)
For domain networks, Active Directory is a user identification
directory service. AD can be used to control user access to
Hadoop cluster nodes as well as additional operational costs.

e LDAP (Lightweight Directory Access Protocol)
Distributed directory services, such as AD, are managed via
LDAP. It is predicated on protocols for open standards. LDAP
authentication is beneficial in Hadoop clusters as well.

o Kerberos
As an authentication protocol, Kerberos works by granting
tickets to various nodes (Hadoop nodes) so that they can
communicate with one another over an unsecured network.
Using this method, the tickets are utilized for identity
verification after being issued by the Kerberos server to the
requested users.

e SSO (Single-Sign-On)
SSO is another authentication protocol that is used for
simplifying the complexity of saving and preserving
identifications for various applications. One important advantage
of a big data environment is that platform access usually requires
a single sign-in from users. Users can access all platform-related
technologies after logging in successfully and don’t need to

reenter their credentials.

10.5.2.2 Authorization

The process of figuring out a user’s access privileges for a certain resource
is called authorization. Usually, it comes first, following user
authentication. Authorization in the Hadoop cluster determines a user’s

scope of permissions upon authentication. In most cases, HDFS file



permissions control this. In the context of big data, authorization can be

obtained using any of the following methods:

e ABAC (Attribute Based Access Control)
Another name for it is policy-based access control, where a
user’s access permissions are determined by policies that have
been established. These rules can be established against
resources, objects, and users, among other things. These
regulations typically rest on Boolean logic principles, such as IF,
THEN. Hadoop employs ABAC as well, applying it to the data
layer for data retrieval.

e RBAC (Role Based Access Control)
Similar to ABAC, role-based access control (RBAC) is based on
userassigned privileges and roles [20]. RBAC serves as a fine-
grained authorization control in a big data system. Sensitive and
private data is handled by the roles rather than the users when
using RBAC. Role-related rules are applied to all data access
pathways through LDAP or AD controlling groups.

10.5.2.3 Server and DB Authorization
ACLs (Access Control Lists) are typically used in Big Data
implementations to enable server and database authorization. These are
employed to link specific authorization to specific user IDs. HDFS supports
permission methods such as limiting granular access to HDFS files, limiting
access to service APIs, and limiting task execution on servers.

When distributing queries from the server to HDFS, integrated security
between different modules allows the user’s identity to be shared across the
Hadoop clusters. In the context of big data, traditional SQL Server

permissions can also be utilized for authorization. AD/LDAP integration



with big data clusters is achieved through automated deployment. User
groups and pre-defined identities can be managed across all endpoints once

they are configured.

10.5.2.4 Central User Repository

A Central User Repository is useful in a Big Data context because it allows
credential verification and stores and distributes user identity information to
several services. The Central User Repository presents various
organizations with a rational perspective.

The LDAP standard is used by directory services in big data and has
grown to be a key component of central user repositories. For this, meta-
directory and virtual-directory are both utilized. To combine multiple user
sets with user identity information from different databases into a single
LDAP view, a virtual directory is utilized. A meta-directory, on the other
hand, offers a logical representation of identity information and is used to

combine several identity sources into a meta-set.

10.5.3 Data Safety and Privacy

Privacy and data protection constitute yet another crucial component of a
big data system. Many Hadoop vendors and distributors employ different
methods to protect the confidentiality and security of data. Some of the
fundamental components for safety and privacy in a big data environment

are as follows:

10.5.3.1 Data Masking and Encryption

The security and privacy of their client data is the most crucial factor for
every Big Data company; a breach might destroy their reputation, cause
financial loss, and erode customer trust. Data masking and encryption are
therefore becoming necessities in the Big Data context. When vital and

critical data is gathered from customers, exact identification is required for



all sensitive data, including personally identifiable information (PII), health
information, and other sensitive data.
The following factors need to be taken into account while using data

masking and encryption:

e Information that has been and masked should be irretrievable.

e Sensitive data was the only data that required encryption and
masking.

e The ultimate result must exhibit the same input or source data
and be able to be replicated.

[t is important to preserve referential integrity in data.

Many masking and encryption techniques are employed, however in a Big
Data context, preserving the format of sensitive data is crucial. As a result,

some of the masking techniques that are applicable are as follows:

e Substitution: This method involves replacing the sensitive data
with a meaningful but random value.

e Masking and spacing: This method involves replacing relevant
data with a random piece of information. One such would be the
CNIC (Computerized National Identity Card) numbers, which
are transaction-specific and can be substituted for XXXXX-
XXXXXXX-X.

e Dates and Numeric Data: This technique modifies data that
contains dates or numbers by adding or subtracting arbitrary
percentages from the initial value. Adding or removing 20% of
an individual’s income from their starting compensation is one

example.



e Encryption: This method transforms confidential data from an
unencrypted format into a ciphertext or encoded format. Another
name for the plaintext format is the decoded format. Once data
has been encrypted, it cannot be processed until it has been
decrypted, which can be accomplished with a decryption key.
There are many different encryption techniques, and which one
to choose relies on the security and privacy regulations of the
Big Data environment The following encryption methods have
the potential to be very beneficial:

e Triple DES 24-Byte Key

e Advanced Encryption Standard (AES) 128-bit Key
e Secure Hash Algorithm 256 Byte (SHA256)

e RSA — Public/Private Key

10.5.3.2 Data Loss Prevention

Procedures that are helpful in preventing data breaches or the erasure of
private information from unwanted sources are included in data loss
prevention (DLP). Preventive techniques are used by several organizations
to protect their sensitive data. The following justifies the adoption of DLP

by the organization:

» Protect personal identifiable information
e Accomplish information prominence

e Secure sensitive data and information in Big Data systems

The three categories of data loss are typically motion, at rest, and in use.
Data loss in a big data system typically results from internal risks, attacker
extrusion, or accidentally disclosed information.

By establishing proper monitoring procedures and policies, it is possible

to prevent the leakage of confidential data. In a big data context, these DL.P



procedures might be carried out either at the host or on the network side.
Furthermore, data loss blocking processes can be implemented and utilized
on the network for traffic classification, network traffic analysis, network
traffic maintenance, detection of illicit data storage, and application of
appropriate blocking control.

However, the suggestions that are helpful in DLP at the host are as

follows:

e Securing sensitive information and data that are in motion.

e Securing sensitive information and data that are at rest.

» Securing sensitive information and data that are in use.

e Secure endpoints used for data communication with external
agents.

e Use the right data leak detection application like IDS, IPS or
STEM, etc.

10.5.3.3 Disk Level Encryption

Using a technique called disk level encryption, important data stored on
disks can be shielded from unwanted access by being converted into
unintelligible, scribbled code in big data systems. The following are a few

benefits of disk level encryption:

e [t provides transparent encryption.

* [t helps in processing-based access control.

[t is used to secure metadata, log files and configuration files.

e It uses an external key manager to access data in Disk Level

Encryption.

Operating system files and other files kept on hard drives can also be
encrypted with a different name called Full Disk Encryption (FDE). Sectors



are typically used for the FDE. When employing FDE encryption, a key is
needed to decrypt the data; in the event that the drive is replaced, this
authentication key is still needed because without it, the drives cannot be

accessed.

10.5.3.4 File/Folder Encryption

Another helpful method for protecting data in a big data setting is file/folder
encryption, which encrypts individual files as well as directories or folders.
A different name for it is FileBased Encryption (FBE). In order to identify
the encryption or decrypt data, a variety of software agents are utilized in
conjunction with read and write activities to disks. After that, the relevant
policies are applied. Any data kept in folders can be encrypted, just like
FDE. Figure 10.5 shows the encryption of files and folders. File/folder

encryption comes in a variety of forms.
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Figure 10.5 File/Folder Encryption.

e General purpose file system

e Cryptographic file system
10.5.3.5 Tokenization
Tokenization is the technique of maintaining all required information while
substituting unique classified data for sensitive and crucial information
without compromising security.

While they are somewhat similar, encryption and tokenization are distinct
methods for obfuscating data. Tokenization, in contrast to encryption, does
not call for a mathematical process to transform sensitive data into tokens.
Tokenization eliminates the need for an algorithm or key in order to retrieve
the original data against a token. A database is utilized in this procedure to
hold the association between the token and the data. We refer to this as the
token vault. Subsequently, the original data in the vault is secured via
encryption. In many applications, the token value serves as a substitute
value for the original data. The token is given to the vault in order to
recover the original value if the original data is needed.

Tokenization is used in Big Data applications to store sensitive data, such
as Protected Health Information (PHI) and Personally Identifiable
Information (PII). Big Data firms can safeguard and protect sensitive
information from various vulnerabilities and dangers by making it opaque
through the use of tokenization in PIT and PHI. Additionally, this helps the

enterprises comply with industry mandates and governmental standards.

10.5.4 Network and Transport Security

Network security is the process of making sure data is protected during

transmission. Numerous protocols have been developed for network and



transport layer security in big data. IPSec, SSH, and SSL/TLS are a few

examples of them. It can be separated into the subsequent parts:

10.5.4.1 Packet Encryption

In networking, a secure connection is necessary for the delivery of large
data packets. Because of the various risks and vulnerabilities that exist, it is
imperative that Transport Layer Security (TLS) be used instead of Secure
Socket Layer (SSL) in order to guarantee the privacy and authentication of
packets between TaskTracker, Applications, Datallodes, and NameNodes.

The following are a few potential threats:

e An attacker could be able to change Hadoop consoles and get
unauthorized access to data.

e The information obtained could enable the attacker to obtain user
credentials.

e Users are given authentication tokens, which can be used on the

NameNode to mimic them through Kerberos authentication.
Some of the techniques ensure the protection of data as follows:

e TLS can be used to perform packet level encryption from clients
to the Hadoop cluster.

e You can use HTTPS within the NameNode-JobTracker-
Datallode-TaskTracker clustering.

» Another application for Map-Reducer is packet level encryption.

e When accessing to common business indexes, LDAP with SSL,
or LDAPS, should be utilized to prevent sniffer attacks.

10.5.4.2 Zone Policies
Implementing a firewall that upholds the access control policy is part of

network security. It also shows the traffic that is permitted to flow between



NameNode, DataNode, TaskTracker, and other nodes. Furthermore, end
users were limited to connecting to NameNodes rather than individual
DataNodes. Some of the suggested network zone filtering settings among

these are as follows:

 Inside-to-Outside/DMZ
Traffic that originates inside may head toward the demilitarized
zone (DMZ) or outside. Inspection of this data flow is necessary,
as is the imposition of any necessary traffic limitations.

e DMZ/Outside-to-Inside
If the request is coming from the outside or the DMZ, it should
be fully restricted until it is a request and response from an
internal process.

e QOutside-to-DMZ
Data may enter the DMZ from the outside. In this scenario, a
firewall must be used to inspect the data flow and determine
whether to give or deny authorization. Certain types of data
transmission, such as DNS, HTTP, HTTPS, etc., should be
permitted to flow.

e DMZ-to-Outside
Data transmission from the DMZ may go outside. In this
situation, according to the firewall and provision criteria,
particular permission ought to be granted. If data traffic is
coming from the DMZ to the outside, the firewall will also open

the port.

10.5.5 Structural Security

Big Data systems also require various levels of security and privacy in

addition to structural security. Four additional components can be identified



while dissecting infrastructure security:

10.5.5.1 Auditing/L.ogging

The practice of recording and keeping track of system transactions is known
as auditing. Rules aid in the analysis of user access in relation to specific
data, and logging is helpful in many situations when it comes to spotting
any unusual activity involving stored data. Every change made to the
Hadoop clusters and nodes should be audited for Big Data. Among the

instances are:

e and nodes
e Changes made within nodes including NameNode, JobTracker,
DataNode or TaskTracker.

Most of the main Hadoop components involve data transfer, which
contributes significantly to fragmentations. As a result, all fragments
provide a massive audit trail of metadata and logs.

In addition, MapR is used to store any data accesses as well as
operations on different objects and implementations, such as commands for
changing MapR clusters. The audit logs stored in MapR can be evaluated

using the following methods:

e Security Information and Event Management
e Apache Drill
e Third party tools

10.5.5.2 GRSecurity
Big Data apps based on Linux and UNIX can choose from a variety of
secured operating systems with customizable access permissions. Users

now have the ability to function as administrator users. Many protected



operating systems, such as AppArmor, SELinux, and GRSecurity, are
available to accommodate access control rights.

GRSecurity is a collection of patches designed to enhance Linux kernel
security. It is published under the General Public License (GPL) and is used
for identifying and mitigating threats and vulnerabilities on multi-layer
models. Mandatory Access Control is the foundation of the GRSecurity

framework (MAC). Among GRSecurity’s fundamental characteristics are:

e It is used to handle RBAC, which can be used to maintain
minimal privileged policies, without utilizing no or low
configuration.

e Change root, commonly referred to as chroot, undergoes
hardening. Moreover, GRSecurity stays away from /tmp racing,
which helps shield against command injection attacks.

e A comprehensive auditing system is accessible.

e The kernel stack serves as the basis for randomization in
GRSecurity, enabling additional randomization of the heap,
library, and stack.

[t is not possible for any arbitrary code to execute on the kernel
base, regardless of the mechanism employed, such as heap,
library, or stack.

e The kernel provides security against any exploitable flaws
pertaining to the null-pointer.

e The user can set limitations to view only their tasks.

e Any alerts initiated by the user are stored in audit logs along
with their IP.



10.5.5.3 File

The process of determining whether or not operating systems, databases,
and files have been tampered with is known as file integrity monitoring, or
FTM. The process used by FIM involves comparing these files to a reliable
baseline. Should any changes be made to the files, databases, or operating
systems, FIM will send out a notice for further investigation, and if
necessary, an appropriate fix will be produced.

FIM is utilized in many Big Data enterprises for process compliance,
security, and optimization. The trustworthy or good baselines in the Hadoop
filesystem are regarded as a standard for file monitoring, which typically
operates on the basis of the file’s version, creation date, modification date,
and so on. This ensures the authenticity of the file. Many tools like
Trustwave, Tripwire, LogRythm, and Splunk, etc. [21] are available for file

integrity monitoring. The benefits of using FIM in Big Data platforms are:

 Identifying illegal activity

e Locating unintended alterations

e Validate update position and also observe system health

e Sustain compliance mandates including PCI DSS and HIPAA

etc.

10.5.5.4 User Activity Monitoring and User Behavior Analytics

The system may also experience several anomalies as a result of users
engaging in strange behavior. Applications used in Big Data businesses use
User Activity Monitoring to track and log actions taken by users. System
commands, typing or editing text, visiting URLs, opening dialog boxes, and
all on-screen activities are typically included in this category. The majority
of the breach occurred as a result of user credentials that were weak, which

allows for data exploitation.



Another term created in conjunction with user activity monitoring is user
behavior analytics (UBA). The technique of identifying abnormalities,
including dangerous threats and vulnerabilities, through statistical analysis
and detection algorithms is known as UBA. It is used by Hadoop to identify
long-term and insider threats. Some of the features that Big Data systems

for behavior analytics should have are as follows:

e Account negotiation, account hijacking and account information
sharing

e Data exfiltration

e Personal auditing

» Detection of insider threats

 Stateful session trailing

e Anomalous user behavior

e Risk analysis

e Alert generation in real-time

10.6 Research Methodology

The research methodology provided here is on the basis of data
classification which results in categorizing sensitive information to be
protected effectively. The technique is based on homomorphic encryption
implementation where encrypting sensitive information and storing it on
one cloud server for effective usage while non-sensitive information is
stored on another cloud server. The objective of the proposed work is to
give better outcomes by enhancing the privacy and integrity of data on the
cloud server. Research methodology is shown in Figure 10.6. Different

parameters used for the advised system are:
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Figure 10.6 Big Data Research Methodology.

» (lassified data precision

e Time for data classification
e Positivity Rate

e Encryption/Decryption Time

The proposed works aims to enhance the privacy and integrity of data on a

cloud server using Homomorphic Encryption.

10.6.1 Methodology

10.6.1.1 Homomorphic Encryption Implementation

o Sensitive information is encrypted using a homomorphic
encryption scheme before being stored on the cloud server.

e This allows computations to be performed on the encrypted data
directly without the need for decryption, maintaining the

confidentiality of the sensitive information.
10.6.1.2 Data Storage Separation

e Sensitive encrypted data is stored on one cloud server.
e Non-sensitive information, which doesn’t require encryption, is

stored on another cloud server.



10.6.1.3 Performance Metrics
Table 10.2 shows the performance metrics in Hadoop in a distributed

storage system with a storage capacity of 5 terabyte.

Table 10.2 Performance Metrics.

Aspects Description

Homomorphic The 10% increase in MapReduce task

Encryption Overhead in  execution time results in approximately 1.1X

MapReduce Framework minutes for encrypted data where as it was X
minutes for regular job.

Data Retrieval Time in ~ The 5% increase in HDFS block retrieval time
Hadoop Distributed File results in 1.05X seconds for retrieving the

System (HDFS) block with encrypted data where as it was X
seconds for unencrypted data.

Communication The 3% increase in network transfer time

Overhead in Hadoop results in 1.03X seconds for encrypted data
where as it was X seconds for unencrypted
data.

Storage Efficiency in The 5% increase in storage space utilization

HDFS results in 1.15X petabytes for encrypted data

where as it was X petabytes for unencrypted
data of HDFS storage if 5 TB of space was
utilized.

Computational The 12% increase in MapReduce job execution

Complexity in Hadoop  time results in 1.12X minutes with encrypted
data where as it was X minutes for unencrypted
data.

In future research, the investigation into the impact of homomorphic
encryption on MapReduce tasks in Hadoop environments can take various
directions. One avenue is the exploration of advanced optimization
strategies to minimize computational overhead, enhancing the efficiency of

encrypted data processing. Algorithmic enhancements, including the



development of tailored encryption algorithms and hybrid schemes, offer
opportunities for innovation. Research on parallel processing, distributed
encryption, and dynamic key management aims to further improve the
security and performance of homomorphic encryption in dynamic,
distributed environments. Integration with other advanced security
mechanisms, exploration of realworld applications, scalability studies, and
user-centric research contribute to a holistic understanding of the trade-offs
between data security and computational efficiency. Additionally,
investigating energy efficiency and contributing to standardization efforts
can shape the development of best practices for implementing
homomorphic encryption in Hadoop clusters. This multifaceted research
agenda aims to advance the theoretical foundations and practical
applications of secure data processing in large-scale distributed

environments.

10.7 Conclusion

Big Data’s features in data analysis, management, and storage have made it
a prominent topic in contemporary technology. This essay gives some
background information on big data’s historical development and current
applications in businesses. Big Data analytics is a common tool used by
many businesses and organizations to improve customer retention and
satisfaction. Following a concise introduction, we go over the literature
review and define the framework and parameters of a big data system in
order to classify security and privacy-related issues. Subsequently, we move
on to discuss some important big data system features and group them into
eight categories: volume, velocity, variety, veracity, variability,
visualization, validity and value. Next, we discuss the various security and
privacy issues that Big Data presents and how it may jeopardize sensitive

data. Because many security applications are unavailable and conventional



solutions are insufficient, we address several security concerns and how
they affect data availability, anonymity, and integrity. This study delves into
the topic of privacy in a big data environment, highlighting the need for
diverse administrative responsibilities to function at multiple levels in big
data analytics. Additionally, privacy is necessary at several stages of the
data lifecycle, including acquisition/generation, sharing/storage, and
processing. Next the paper also discuss the comparison and analysis of
some key aspects of these challenges. Subsequently, the article suggested an
architecture of five components within the core layer to safeguard Big Data
applications from various dangers and abnormalities. It also established the
foundation for evaluating Big Data systems’ security and privacy risks. A
variety of Vs were linked to different levels, including as data management,
identity and access management, network and transport security, safety and
privacy, and infrastructure for enhancing security and privacy. The research
methodology done on encrypting Big Data across cloud servers was also
presented in the publication. This paper gives the reader an understanding
of big data applications. It also discusses the issues that big data presents,
including security and privacy concerns, as well as possible solutions.
Additionally, the research society will benefit from this paper’s intellectual

support for research and development.
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Abstract

The limitation of energy resources poses a significant obstacle for wireless
sensor networks, given that the sensor nodes rely on batteries with finite
energy capacity, typically non-rechargeable or non-replaceable. Prior
research has operated under the assumption that inactive sensors exhibit
minimal energy consumption. The conventional methodologies, grounded
on this assumption, involve selecting a specific group of nodes that
systematically encompass all desired objectives through iterative processes.
The subsets, referred to as coverage sets, are activated while the remaining

subsets are in a state of energy conservation or dormancy. The issue is


mailto:ibtissam.larhlimifpb@usms.ac.ma
mailto:maryem.lachgarfbp@usms.ma
mailto:a.darif@usms.ma
mailto:h.mouncif@usms.ma

classified as NP-hard and is technically called the maximum coverage set
scheduling problem (MCSS).

This study presents a comparative analysis of two proposed
methodologies, namely the pattern search algorithm and the genetic
algorithm, to enhance the longevity of wireless sensor networks (WSNs).
These methods ensure the discovery of a feasible coverage set collection
schedule to maximize network lifetime performance, taking into account
each sensor’s active time. The simulation results demonstrate that the
proposed algorithms effectively enhance network lifetime compared to the
greedy algorithm. The reason for this might be attributed to the favourable
characteristics of the method when it comes to addressing limited
optimization situations.

Keywords: Wireless sensor network, pattern search algorithm, genetic

algorithm, maximization, lifetime, coverage, cover set scheduling.

11.1 Introduction

In today’s era of rapid technological advancement, sensors have
transcended their initial role of merely measuring and monitoring physical
values at a basic level. The integration of wireless technologies and the
Internet has propelled these sensors into wireless sensor networks (WSNs).
As we embrace the Internet of Things (IoT) as the next evolutionary step,
the ability of inter-connected objects to communicate and share information
over the Internet becomes paramount. WSNs play a pivotal role in this [oT
landscape by facilitating the collection, analysis, and deployment of vast
data, transforming it into meaningful information and knowledge.

This paper focuses on an energy optimization approach based on the
inactivity/activity mode. Specifically, we propose a method to create

subsets of sensor nodes sequentially activated for defined durations. In



contrast, the remaining nodes remain on standby, maximizing the network’s
operational duration. Addressing the NP-hard maximum lifetime coverage
problem (MLCP), our research delves into a critical aspect often overlooked
in the literature, the energy consumption of sensors in standby mode.

The coverage problem is dissected into two integral steps: first,
identifying numerous coverage sets for the network’s sensors, and second,
scheduling these sets to maximize the network’s lifetime. The maximum
coverage set scheduling (MCSS) problem addresses all coverage concerns.
For a coverage set C = {Cl1, C2, ..., Cm}, where each subset Cj € C
comprises sensors with ample battery power capable of fully covering
targets or the entire area, the MCSS problem involves determining the
optimal scheduling strategy for coverage sets to maximize network lifetime.
Our research is dedicated to crafting schedules for coverage sets acquired
from autonomously monitoring sensors, employing two approaches: the
pattern search algorithm (PSA) and the genetic algorithm. The objective is
to maximize network lifetime by considering sensor energy and active time.
The constraint ensures that the total active time in the schedule does not
exceed the first time slot.

The rest of this chapter is organized as follows. Section 11.2 presents
WSN and it is problematic. surveys the related work in Section 11.3.
Section 11.4 presents the formulation of the MCSS problem. Section 11.5
introduces the proposed algorithms approach and its novelties. The
simulation results are illustrated in Section 11.6. Finally, Section 11.7

concludes this work.

11.2 Wireless Sensor Network
Wireless sensor networks (WSNs) are systems of numerous wireless
sensors deployed in a specific environment to monitor, collect, and transmit

data on physical or environmental phenomena [1]. These networks are



versatile technologies used in various fields, including agriculture,
environment, industrial monitoring, health, and logistics. They have several
distinctive features, such as wireless communication, energy autonomy,
limited processing capabilities, mass deployment, heterogeneous
capabilities, adaptability to the environment, ability to form self-organizing
networks, real-time data collection, and low cost [4, 5, 6 and 7].

The architecture of WSNs can vary depending on the application and
network’s specific needs. Essential elements include sensors, relay nodes,
base stations, and communication infrastructure. Sensors collect data from
the environment, relay nodes transfer data to a base station or central node,
and base stations are connected to monitoring, processing, or warning
systems. Communication infrastructure covers the communication protocols
and technologies used to transmit data between nodes.

However, the deployment of WSNs poses several challenges and issues
that need to be considered for efficient and reliable operation. Energy
consumption is essential as batteries power sensors, and developing energy
management mechanisms is essential to extend the network’s life. The
network topology can change frequently due to the dynamic environment in
which they are deployed, and routing mechanisms must be adapted to these
dynamics. Security is crucial as data collected by sensors can be sensitive
and requires adequate protection against attacks and intrusions. Reliability
is essential as wireless communication is subject to interference and
disruption, and scalability is essential as WSNs can become large. Figure
11.1 presents the architecture of a WSN.
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Figure 11.1 WSN architecture.

To address these issues, ongoing research in wireless sensor networks is
needed to develop innovative and robust solutions to meet the diverse needs
of applications deployed in real environments. By understanding the
challenges and opportunities presented by WSNs, researchers can develop
innovative and robust solutions that meet the diverse needs of applications

deployed in real environments.

11.3 Related Work

Various methodologies have been employed to tackle the sensor
deployment challenge in wireless sensor networks (WSNs). This section
introduces several techniques that specifically align with our research
objectives.

In the study in [8], a proposed algorithm prioritizes sensors with minimal
energy levels and uses a blacklist to limit the number of sensors covering
critical targets. They discuss situations in which sensors must remain active

during specific time slots to monitor specific locations within a given area.



In addition, an upper limit is set for the maximum potential lifetime of this
unique situation. A genetic technique is proposed to achieve an almost
perfect node activity plan [9].

The work in [10] introduces a mathematical model that aims to optimize
the density of active sensor nodes in a WSN from a geometric perspective.
This optimization is accomplished by utilizing concentric hexagonal
tessellations and coverage contribution areas for nodes that are randomly
placed within the designated area. An algorithm is proposed to generate a
high number of separate and independent subsets of sensor nodes, providing
an optimized solution to the k-coverage problem.

In [11], the authors present a recursive neighborhood-based estimation of
distribution algorithm (NEDA) to tackle this challenge. Every person in
NEDA embodies a coverage strategy in which sensors are selectively
activated to monitor all targets. In order to maximize the network’s
longevity among the current population, a team of experts has developed a
linear programming (L.P) model to efficiently distribute activation times to
the various schemes.

The work in [12] discusses an incoming routing strategy for WSNs that
utilizes a hybrid energy-efficient distributing (HEED) algorithm and a fuzzy
approach. Their proposal algorithm involves clustering WSNs using the
stable election procedure HEED method and considering metrics such as
residual energy, minimal hops, and node traffic counts using fuzzy
inference and the low-energy adaptive clustering hierarchy (LEACH)
method.

In [13], a model called efficient topology-driven cooperative self-
scheduling (TDCSS) is proposed. This model utilizes a hybrid strategy

instead of centrally scheduling network nodes. This technique allows for



bidirectional scheduling based on the specific circumstances. Node statistics
are periodically shared to minimize control packet transmission overhead.
Their research in [14] centers around the maximum cc-lifetime problem,
with the goal of developing a heuristic solution that maximizes network
lifetime while satisfying coverage criteria. They achieve extended network
lifespan by selectively activating and deactivating various groups of sensors

while ensuring the necessary minimum coverage rate is maintained.
11.4 Modeling and Problem Formulation

11.4.1 Energy consumption in wireless sensor networks (WSNs)

Analyze the energy consumption characteristics of a wireless sensor node to
begin constructing the energy system for the sensor system. An exhaustive
examination of a sensor node’s energy is crucial for detecting any problems
within the energy system in order to facilitate efficient optimization. The
primary contributors to energy consumption in a sensor are detection,

processing, and communication activities [18].

11.4.1.1 Sensing energy
The energy consumption sources for nodes during sensing or capture
processes include sampling, analog-to-digital conversion, signal processing,

and capture probe activation [19].

11.4.1.2 Energy processing

Processing energy encompasses two distinct forms of energy: switching
energy and leakage energy. The act of switching energy is influenced by the
voltage of the power supply and the combined capacitance that is being
switched during the execution of software. Leakage energy refers to the
energy that is used by the computer unit while it is not doing any
processing. In general, the amount of energy needed for processing is lower

than the amount needed for communication.



11.4.1.3 Communication energy

The energy required for communication may be divided into three
components: energy for receiving, energy for transmitting, and energy for
idle state. The energy required is contingent upon the quantity of data to be
sent, the distance of transmission, and the physical characteristics of the
radio module. Signal transmission is determined by its power. A higher
transmission power leads to a greater signal range, but also increases energy
consumption. It is important to mention that communication energy
accounts for the majority of energy used by a sensor node.

The primary energy consumption of sensor nodes can be linked to three
fundamental processes: sensing, communication, and processing. These
activities are essential to the operation of WSNs, but they also contribute to
one of the main issues facing these networks: efficient energy management.
Effectively regulating the energy consumption of sensor nodes is a
significant challenge if they are to have a long life and sufficient autonomy.
Energy-saving techniques such as energy-efficient routing protocols,
selective node sleep, operating mode management, and processing
optimization are used to improve energy efficiency in wireless sensor

networks.

11.4.2 Mathematical model

Consider a scenario where S represents a set of m sensors, denoted as S =
{S4,-., Spp}- Similarly, Tg denotes a set of p targets, represented as Tg = {t;,
t, } [2]. Additionally, there exists a collection C, denoted as C = {Cy, C,, —
— — C,} comprising n coverage sets. Each set Cj € C comprises sensors
capable of fully covering all targets, along with their active time denoted as
T;. It’s crucial to note that j ranges from 1 to n. The scheduling approach

(Ty, Ty, — — — T, refers to the strategy used for scheduling the cover sets



C. Each sensor, denoted as s;, has a specific battery lifetime, b;, and a
sensing range that dictates the extent of monitored targets by that sensor s;.
The problem of maximum coverage set scheduling can be represented as

an integer linear programming (ILP) formulation [20].
j=1

Subject to:

n

Z (5i,jTj) < b,Vs; € S

J=1

(11.2)

where 61-,]- ={l,ifs; € Cj 0, otherwise} .

The objective function (f) is to optimize the overall active time for the
collecting of cover sets. Constraint (C) guarantees that the cumulative
duration of active time intervals in the scheduling method for each sensor

does not exceed the duration of the first active time intervals.

11.5 Proposed Approaches

This section contains our proposed genetic algorithm for the MCSS
problem. Finding a scheduling method for the cover sets in C that ensures
just one cover set is active at each time slot and maximizes their combined

active time will improve the network lifetime.

11.5.1 Genetic algorithm approach
11.5.1.1 Initialization

Within a genetic algorithm (GA), a chromosome serves as a representation

of a potential solution to an optimization issue. Thus, a chromosome within



the proposed genetic algorithm should include a timetable for gathering
cover sets [3].

Assume that C finishes collecting cover sets, where each gene represents
a specific set of covers denoted as C;. The chromosome C may be denoted
as C = {Cy, C,, — — — C,}, where n represents the population size.
Furthermore, the representation technique has the capability to include the
whole solution space, ensuring that each chromosome accurately represents

a distinct schedule.

11.5.1.2 Fitness

The fitness assessment ensures that the candidate solution adheres to the
energy constraints. The total energy consumption across all schedule covers
must not surpass any sensor’s initial energy. Candidate schedules failing to
meet this criterion will be excluded from future genetic algorithm (GA)

processes using the fitness function.

11.5.1.3 Selection
From the adapted population, the two best candidate programs with the

maximum lifetime are selected as parents.

11.5.1.4 Crossover

A suitable crossover method, specifically the double-point crossover, is
applied to generate offspring for the subsequent generation and update the
population. The crossover points are randomly chosen, following the typical

GA approach.
11.5.1.5 Mutation

Applying appropriate mutation is crucial to refine the offspring and prevent
them from getting trapped in local optimal solutions. One or more genes are

randomly selected and altered. Enhancement involves increasing the value



of the genes and, consequently, the chromosome. Mutation genes are

selected randomly to maintain diversity.

11.5.1.6 Fitness assessment of offspring

For the “new chromosome” children, the fitness function is recalculated
concerning the active time in constraint (C) to ensure no sensor exceeds its
initial energy. Parents are updated if the improved children demonstrate a

better gene pool or enhanced lifespan.

11.5.2 Pattern search algorithm approach

The pattern search algorithm (PSA) is a derivation-free approach that falls
within the category of direct search methods.

A pattern search algorithm seeks a set of locations near the current
position where the objective function value is superior to the current point’s
value. This contrasts with traditional optimization techniques that rely on a
gradient or higher derivative information to locate an optimum place [16].
Below is a concise explanation of the pattern search algorithm. It identifies
a sequence of positions that gradually approach the ideal point [17].

The method iteratively explores a mesh, a collection of points, to find a
spot that yields a superior objective function value compared to the present
position. In the subsequent phase of the algorithm, the new point assumes
the position of the current point. The “Pattern Vector” refers to a
predetermined collection of vectors. To create the mesh, multiply these
vectors by a scalar value and then add them to the current point. Figure 11.2
depicts the flowchart of the PS algorithm. The primary stages of this

algorithm are:
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Figure 11.2 Pattern search algorithm.

Phase 1: Establishing precise and concise explanations: The current
phase is divided into the following steps:

e The solution space encompasses the objective function, the
optimization variables, and their respective lower and upper
limits. In discussing an optimization problem, it is crucial to

establish the optimization variables and an objective function.



These elements serve as a connection between the physical
problem and the optimization approach.

e Working parameter definition: This step entails establishing the
expansion and contraction factors for the N-dimensional pattern
vector to generate a mesh around the active working point.

e Starting point definition: The algorithm must have
predetermined a starting point within the solution space before
execution. Various stochastic or deterministic methods may be
used to get the initialization set. This procedure might also be

referred to as a startup.

Phase 2: The process of conducting a poll: The following protocols are

executed:

» Assess the goal at the grid locations.

» Assess the mesh points’ values relative to the objective function
at the current position.

e Confirm that the specified criteria are met if the current point is
more precise than the mesh points. The solution point and its
objective value are outputted when they are fulfilled.

Alternatively, go to the subsequent stage.

Phase 3: The pattern search method may be halted by several conditions.
The criteria include the mesh size, iteration duration, time limit, and

termination tolerance for the objective function value.

11.6 Simulation and Results
The simulations conducted in this study involve deploying a network with
N sensors randomly distributed across a defined geographical area. The

main goal of these simulations is to evaluate the efficiency and



effectiveness of the proposed pattern search and genetic algorithms in
optimizing sensor coverage and maximizing network performance. To
conduct a comprehensive evaluation, a comparative analysis is conducted,
comparing the performance of the genetic algorithm and the pattern search
algorithm to that of the greedy algorithm, a commonly used heuristic
approach in sensor network optimization. The results are obtained through
averaging 150 iterations, conducted using MATLAB R2020 for all
simulation procedures. In our simulation, we consider the following

parameters as given in Table 11.1:

Table 11.1 Parameters of simulations.

Parameters value
Length of chromosome The scheduling strategy of the collection
of cover sets C
Crossover rate 0.5
Mutation rate 0.2
Iteration 150
R (Sensing range of each 6

sensor node)

M (Number of coverages sets) 100

Figure 11.3 presents a comprehensive comparative analysis, elucidating
the lifetimes achieved through our proposed approach compared to the
other two algorithms across various active time slots for the sensors. The
experimental setup involves the deployment of 100 sensors, with the active

time slots incrementing systematically from 0 to 30.
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Figure 11.3 Network lifetime by the active time slots.

The results consistently show a discernible trend, indicating the superior
performance of both the genetic algorithm (GA) and the pattern search
algorithm (PSA) in terms of calculated lifetimes, in comparison to the
greedy algorithm. This recurring observation underscores the effectiveness
and practicality of the genetic and pattern search methods in enhancing the
activation of sensors and ultimately prolonging the network’s lifespan.

The comparative analysis presented in Figure 11.4 provides compelling
evidence that our proposed algorithms are capable of addressing the
challenges associated with wireless sensor networks. The genetic and
pattern search approaches show their adaptive ability to optimize network
resources by surpassing the performance of the greedy algorithm across
different active time slots. This translates into increased longevity and

improved efficiency of the system.
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These findings not only emphasize the practical applicability of advanced
optimization techniques, but also highlight the potential for significant
advancements in the field of wireless sensor network management and
deployment strategies. Consequently, they offer valuable insights for the
design and implementation of future-generation sensor networks, with a
focus on enhancing performance and extending operational lifespans.

In this experiment, we conducted a comprehensive analysis using 100
coverage sets and varying sensor counts ranging from 10 to 300. Each
sensor was assigned a time slot of 10. The results clearly show that the
proposed algorithms are highly efficient in maximizing network lifetime
compared to the greedy algorithm.

The graph clearly illustrates that increasing the number of sensors used

positively impacted the network’s lifetime. This indicates that the proposed



algorithms are effective in improving the overall network lifetime.

A key aspect of the genetic algorithm (GA) lies in its fitness and selection
phase, where the two best-performing solutions are carefully chosen as
parents. This strategic selection greatly increases the chances of producing
offspring with favorable genetic traits, thereby enhancing the algorithm’s
ability to prolong the network’s lifespan.

Furthermore, the steps involved in the pattern search (PS) algorithm play
a crucial role in achieving these impressive results. The PS algorithm’s
iterative nature and systematic exploration of solution spaces synergistically
contribute to optimizing network performance and enhancing its overall

longevity.

11.7 Conclusion

This paper presents a mathematical model aimed at solving the challenging
problem of maximum coverage set scheduling (MCSS) in wireless sensor
networks (WSNs). Leveraging genetic algorithm (GA), pattern search
algorithm (PSA), and integer linear programming (ILP), the model operates
in a dual approach: it initially establishes coverage sets and subsequently
determines the most optimal scheduling strategy. Experimental results
demonstrate the superiority of the pattern search algorithm (PSA) and
genetic algorithm (GA) over existing techniques such as the greedy
algorithm, particularly in optimizing sensor lifetime. Their effectiveness
stems from their simplicity, minimal computational requirements, and ease
of implementation.

The type of WSN addressed in this article holds potential for various
critical situations in different medical and environmental domains. In future
work, we aim to enhance this study by considering the mobility of both

sensors and targets.
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